
  

  

Abstract—Air quality prediction is a hot topic in the field of 

meteorology. Challenges still exist following consideration of 

the uncertainty of atmospheric pollutant emission sources, as 

well as the multi-dimensional, multi-scale, and non-stationary 

characteristics of meteorological environment data. For 

example, traditional statistical forecasting methods usually fit a 

nonlinear relationship between meteorological features and 

pollutants, which is why it is extremely difficult to learn their 

models. 

To address these challenges, we propose a novel air quality 

prediction model combining Exponentially Weighted Averages 

and Gradient Boosting Decision Tree (EWA-GBDT). More 

specifically, we first collected two real-world datasets, including 

1) the daily concentration data of six pollutants from 01/01/2014 

to 31/12/2016 and 2) the daily concentration data of 

meteorological features in the cities over Shijiazhuang and 

Xingtai from 01/01/2014 to 02/28/2017. Then, we extracted 13 

types of meteorological features using the Support Vector 

Machine Recursive Feature Elimination method. From the 

respective of pollutant concentration, these features are the 

highest correlated with each other. Next, we applied the EWA 

principle to compute the above features and pollutant 

concentration for obtaining meteorological expectation values. 

Finally, considering the excellent overall prediction 

performance of ensemble learning, we utilized its GBDT 

algorithm to predict the concentration value of pollutants and 

thus output the air quality level. We conducted experiments on 

the two datasets, and the results demonstrate that EWA-GBDT 

outperforms other baseline methods in terms of 

root-mean-square deviation, mean absolute error, and the 

square of R. 

 
Index Terms—Air quality prediction, exponentially weighted 

averages, gradient boosting decision tree, recursive feature 

elimination.  

 

I. INTRODUCTION 

Real-time air quality information, accompanying the rapid 

industrialization and urbanization, air pollution has become 

increasingly severe in our country, and air quality has formed 

as a key environmental issue of national and social concerns 

at a fine spatiotemporal scale [1]. Studies have shown that 

meteorological features have become a dominant factor 

affecting urban air pollution [2]. Among various air 

pollutants, particulate matters are one of the deadliest and 
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difficult to get rid of by the immune system once inhaled. 

Therefore, it is of great importance to accurately monitor and 

predict PM2.5 and other pollutants. 

The methods of air quality prediction are becoming more 

and more widespread. Research in machine learning has 

developed rapidly in recent years. Existing methods mainly 

focus on machine learning models such as time series 

analysis, multiple regression model, artificial neural network 

model, etc., but these models make more assumptions about 

air pollution changes, which could lead to a large amount of 

training data unavailable, moreover, its main prediction 

period within 8 to 24 hours. Plus, the generalization ability of 

neural networks is minimal. Therefore, by studying the 

correlation between meteorological features and atmospheric 

pollutants, predicting air quality is a key issue for protecting 

human health and effectively controlling air pollution. 

The mainstream methodology of air quality prediction is to 

combine the air quality model with statistical methods, which 

has the characteristics of weak regularity, instability, and 

easy mutation. Its time series and geographic topological 

relationship of modeling pose challenges to machine learning: 

1) how to identify discriminative meteorological features 

from a variety of data sources and incorporate it consider 

their impact on air quality, 2) how to excavate the non-linear 

relationship between meteorological features and pollutants, 

and 3) how to integrate major pollutants and meteorological 

features in different cities and seasons. 

Aiming at the main defects of the current air quality 

prediction model, the recursive feature elimination (RFE) is 

first leveraged to retrieve the non-linear relationship between 

meteorological features and different pollutants to select the 

first 13 meteorological features with strong concentration of 

each pollutant, moreover, utilize the exponentially weighted 

and respectively averaged with a weight value of 0.9 to 

extract data trends. Specifically, the meteorological value(the 

values of these 13 meteorological features and pollutants) of 

the first 10 days plus 0.1 times of the weather value of the 

same day as the expected meteorological value, that is, the 

values of meteorological features and pollutants, are 

exponentially weighted averaged, which makes the data 

smoother and less noisy. Finally, processed results as the 

input of the Gradient Boosting Decision Tree (GBDT) in 

ensemble learning (EL), which leverages multiple basic 

learners to train and integrate the learning results of multiple 

basic learners. Hence, it is effect better than a single learner 

more convincing. 

To address this issue, the main contributions of this study 

lie in the following three aspects: 

1) The Support Vector Machine (SVM)-RFE method was 
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used to select the meteorological features with a good 

correlation with pollutants. Owing to the fact that 

pollutants affecting cities in different quarters are 

different, the meteorological features affecting the 

concentration of pollutants in different cities in different 

seasons are also different. 

2) Using Exponentially Weighted Averages (EWA)-GBDT, 

we also quantified the impact on air quality from a 

variety of temporal factors, exponentially weighting the 

meteorological features concentration, establishing the 

pollutant concentration prediction model in different 

seasons. 

3) We evaluated our approach with different competing 

baselines in different metrics, proving the accuracy and 

efficiency of the EWA-GBDT. The results show the 

advantages of our approach over for baselines. 

The remainder of our paper is organized as follows: 

Section 1 presents the introduction. Section II describes the 

theoretical basis and process of this algorithm. Section III is 

the experimental settings and results analysis in detail. 

Section IV introduces the related research progress of air 

quality prediction models. Section 5 concludes the paper with 

a discussion of future work. 

The symbols and meanings utilized in this paper are shown 

in Table I. 

 
TABLE I: THE ARRANGEMENT OF CHANNELS 

Symbol Description 

R Feature sorted list 

n Sample size 

ri 
Correlation coefficient between characteristic i and 

the dependent variable 

L Loss function 

n_estimators The number of gradient boosting decision tree 

max_depth Maximum depth of individual regression estimator 

learning_rate Learning rate 

 

II.  CONSTRUCTION OF AIR QUALITY PREDICT MODEL 

A. Framework 

In this study, we present a EWA-GBDT method to predict 

the concentration of pollutants. Firstly, a feature selection 

based on the SVM-RFE was utilized to select meteorological 

features of good correlation with pollutants. After that, 

EWA-GBDT was assigned to predict the concentration of 

pollutants to predict air quality. 

We adopted the model according to the framework of 

co-training and the philosophy shown in Fig.1. It mainly 

consists of two parts: 1) feature selection, using SVM-RFE, 

calculating the correlation score between all meteorological 

features and each kind of pollutant, respectively eliminating 

the meteorological factor with the lowest score, and repeating 

until the number of remaining meteorological features 

reaches the required number and 2) the model predicts that 

the selected meteorological features and the values of the 

pollutants are weighted and averaged, and the results are 

converted into a consistent input to model the GBDT to 

predict the concentration value of the pollutants. As depicted 

in Fig. 1, our framework consists of two major parts: the 

feature selection and the pollutant concentration prediction. 

Feature selection process: In this stage, we utilized 

SVM-RFE for feature selection, which is a sequence reverse 

selection algorithm based on the SVM maximum interval 

principle. First, the original feature set is initialized; second, 

the relevant scores of each meteorological feature with 

pollutants are generated, and the minimum score of the 

meteorological features is eliminated. The retrieving samples 

and feature sets are updated, and the remaining 

meteorological features are iterated until its size is up to zero. 

In Fig. 1, the upper frame represents this process where f is 

the meteorological features of the input. 

Pollutant concentration prediction process: In this flow 

(represented by the lower frame), we leverage the 

EWA-GBDT to construct the pollutant concentration 

prediction model. First, the Exponentially Weighted 

Averages is assigned to optimize the data of meteorological 

features and pollutant concentration. Next, the GBDT is used 

to replace the residual of pollutant concentration with the loss 

function in the gradient direction, and the regression 

prediction retrieving of meteorological features and daily 

pollutant concentration value is carried out. 

 
Fig. 1. The architecture of EWA-GBDT. 

 

B. SVM-RFE 

In this section, our goal is to identify high correlation 

meteorological features with each pollutant concentration. 

RFE works iteratively to train the basic model [3] (such as 

SVM, decision tree, et al.); features are scored according to 

the weights of each feature, which are captured from SVM. 

The best or worst features are selected for elimination after 

each training, and the remaining features are trained until all 

the features are traversed, or the number of remaining 

features reaches the required number [4]. 

In practice, SVM is assigned as the infrastructure learner, 

SVM-RFE integrating SVM and RFE. Perform feature 

selection by recursively reducing the size of the feature set 

based on SVM regression. First, the current feature index 

sequence S is initialized with all features, new sample 

captured according to the current features, and second, SVM 

training is performed to get weight ω, and then calculate the 

sorting score 𝑐𝑖  , find the feature with the smallest score and 

removed from S and also added to the feature sorted list r in 

order, finally，the process is repeated continuously until S is 

empty or the number of features in r reaches the desired level. 

The meteorological features, which have little correlation 

with pollutant concentration, are eliminated to achieve the 

goal of reducing dimension and calculation and improving 

prediction accuracy through feature selection. Algorithm 1 

outlines the SVM-RFE training process. Here, S is the current 

feature index sequence, r represents a feature-sorted list, ω is 

the weight vector of SVM, 𝑐𝑖 is the ranking score of features, 
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and p represents the current sort score minimum. 

The SVM-RFE algorithm traverses all the feature index 

sequence S in each experiment; the traversal times are n, so 

the average time complexity is 𝑂(𝑛) , and the space 

complexity is 𝑂(1). 

 

Algorithm1: SVM-RFE 

Input: train dataset T; 𝑇 = {𝑥𝑖 , 𝑦𝑖}𝑖=1
𝑁  

Output: feature-sorted list r 

Steps: 

1. initialize original feature set 𝑆 = {1,2, … , 𝑛},r = [] 

2. for i in S do 

3. obtain new training set 𝑋 from the candidate feature set 

4. use min
1

2
∑ ∑ αi

N
j=1

N
i=1 αjyiyj(xi ∗ xj) − ∑ αi

N
i=1  training SVM learner 

 to get ω 

5. calculate the ranking criteria score using the equation: 

𝑐𝑖 = 𝜔𝑖
2，𝑖 = 1,2, … , 𝑛 

6. find the features with the smallest ranking score 

𝑝 = 𝑎𝑟𝑔𝑚𝑖𝑛𝑐𝑘  

7. update feature sets r = {S(p), r} 

8. eliminate this feature in S:S = S/S(p) 
9. if S= [ ] 

10. end for 

 

C. EWA-GBDT 

The nature of the EWA is the exponentially weighted 

moving average [5]. The weight of each value decreases 

exponentially with time; the closer the time is, the greater the 

weight is, while the older data is also given a certain weight. 

At time t, 𝑉𝑡 can be captured from the actual observations: 

 𝑉𝑡 = 𝛽 ∗ 𝑉𝑡−1 + (1 − 𝛽) ∗ 𝜃𝑡, here, 𝑉𝑡  means the estimated 

value at time t (e.g., the EWA). 𝜃𝑡 is the measured value at 

time t. n is the total time observed. 𝛽(0 < 𝛽 < 1 represents 

the weighting coefficient for historical measurements. In 

each element 𝑉𝑛  of the new sequence, 𝑉1 , 𝑉2 , 𝑉3 ,…, 𝑉𝑡 , 𝑉𝑛 

can be approximated as the weighted average of the first 11-β 

elements until the original sequence ends to the t-th element. 

The closer the coefficient β is 1, the higher the weight of the 

current sample value. The lower the weight of the past 

measured value, the stronger the timeliness of the estimated 

value, and vice versa. When β is 0.9, 𝑉  represents the 

weighted average of over 10 days. If we set the β value to be 

0.98, then we are calculating the EWA of over 50 days. In 

practice, we assigned the exponentially weighted and 

averaged with a weight value of 0.9 to extract data trends. 

The weather value of 10 days before a certain day adds 0.1 

times of the weather value of the day as the expected weather 

value, making the data smoother and less noisy. 

The GBDT is one of boosting algorithm in EL [6], and it is 

also an improvement of boosting algorithm. After the end of 

each step, the original boosting algorithm increases the 

weight of the wrong classification points and reduces the 

weight of the correct classification points [7]. This makes it 

possible for some points to be "seriously concerned" if they 

are previously misclassified for a long time; that is to say, 

they are given a high weight. The smaller the base classifier 

weight value is, the smaller the error rate is. The smaller the 

error rate is, the larger the weight value of the base classifier 

is. After n iterations, n simple basic learners will be obtained. 

We continue to merge the outputs together and choose the 

one that has the greatest votes. The core of GBDT is that each 

calculation is done to reduce the residuals of the previous one 

[8]. Every new model is established in the gradient direction 

of the residual reduction. In GBDT, each new model is 

established to reduce the residue of the previous model to the 

gradient direction, and the negative gradient of the loss 

function in the current model is used as the approximation of 

the residual of the tree algorithm in the regression process. 

After that, a regression tree is fitted with the residue as the 

output. This is a great difference from the traditional boosting 

algorithm for weighting correct and incorrect samples. 

The EWA-GBDT algorithm process is reproduced below. 

1) Selection of characteristic meteorological features 

requiring exponential weighted averaging according to 

actual conditions. 

2) The EWA processing of the corresponding 

meteorological features data from the selection result of 

the previous step.  Vt = β ∗ Vt−1 + (1 − β) ∗ θt , where 

Vt represents the average of day t and θt represents the 

raw data value of day t. β represents an adjustable hyper 

parameter value. 

3) Initialize, estimate the constant value that minimizes the 

loss function, refer to (1), where 𝑓0(𝑥) means the initial 

GBDT, 𝐿 is the loss function. 

𝑓𝑜(𝑥) = 𝑎𝑟𝑔𝑚𝑖𝑛𝜌 ∑ 𝐿(𝑦𝑖 , 𝜌)𝑁
𝑖=1                (1) 

4) Iteratively generate M regression trees. 

• for i = 1 to n, calculate the negative gradient value of 

the loss function and use it as an estimate of the 

residual
imr  

•  fit a regression tree f x（ ） to the residual imr
 

• calculate the m
 of the gradient descent 

• update 
mf x（ ） 

• output model 
Mf x（ ） 

Algorithm2: EWA-GBDT 

Input: train dataset T; 𝑇 = (𝑥1, 𝑦1), (𝑥2, 𝑦2), … , (𝑥𝑛 , 𝑦𝑛), 
loss function L(y, f(x))  

Output: gradient boosting decision tree f(x) 
Step: 

1. select the characteristic meteorological features that need to apply 

 EWA  
2. EWA processing of corresponding 

 meteorological factor data 

𝑉𝑡 = 𝛽 ∗ 𝑉𝑡−1 + (1 − 𝛽) ∗ 𝜃𝑡 

3. initialization: for m = 1 to M do 

r𝑖𝑚 = − [
𝜕𝐿(𝑦𝑖 , 𝑓𝑚−1(𝑥𝑖))

𝜕𝑓𝑚−1(𝑥𝑖)
] 𝑓(𝑥) = 𝑓𝑚−1(𝑥𝑖) 

4. for i = 1 to N calculating residuals 
5. the m-th regression tree g was trained, and the area divided by its  

leaf node was 𝑅𝑚,𝑗 

6. for each leaf node of regression tree g, calculate the step length of  
gradient descent 

ρm = argminρ ∑ L(yi, fm−1(xi) + ρgm(xi))N
i=1   

7.update  

𝑓𝑚(𝑥) = 𝑓𝑚−1(𝑥) + 𝑙𝑟 ∗ 𝜌𝑚𝑔𝑚(𝑥) 

8.end for 

9.end for 
10. get the final gradient boosting decision tree 

                      𝑓𝑀(𝑥) = ∑ ∑ 𝜌𝑚𝑔(𝑥)𝐽
𝑗=1

𝑀
𝑚=1   

 

The concrete algorithm is presented in Algorithm 2. The 

EWA-GBDT algorithm fits a regression tree according to the 

negative gradient of loss function when traversing all 

samples of the training set. Because each leaf node of each 

tree generates 𝜌𝑚 , the average time complexity of the 
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algorithm is 𝑂(𝑛2), and the space complexity is 𝑂(1). 

 

III. EXPERIMENTAL RESULTS AND ANALYSIS 

A. Datasets 

We utilized two cities, Shijiazhuang and Xingtai, as 

representative cities in the central and southern regions of 

Hebei Province. In addition, in practice, we first collect two 

real-word datasets, including 1) the daily concentration data 

of six pollutants from 01/01/2014 to 31/12/2016 and 2) the 

daily concentration data of meteorological features over 

Shijiazhuang and Xingtai from 01/01/2014 to 02/28/2017. 

The data is afterward preprocessed in the experiments, 

including noise reduction and null processing. For the two 

characteristics of surface ventilation coefficient and mixed 

layer height, some data have missing values. Accordingly, in 

the time direction, three nearest neighbors are selected to 

construct Lagrangian quadratic polynomials and further solve 

them. The value of the Lagrangian quadratic polynomials is 

the missing value of filling. After that, the data is divided into 

four parts according to city and quarter, which are the 

meteorological features and concentration data of different 

cities in the first quarter, second quarter, third quarter, and 

fourth quarter. 

B. Evaluation Metrics  

In order to evaluate the performance of our approach, we 

adopted the following metrics: MAE, RMSE, and 𝑅2. 

MAE. Mean absolute error; measures the absolute 

difference between two continuous variables, it is defined as 

  
n

i i

i 1

1
ˆMAE y y

n =

= −                          (2) 

RMSE. Indicates the Root-mean-square deviation, 

measures the differences between the predicted values and 

the actual values, it is defined as 

n

i i

i 1

1
ˆRMSE y y

n =

= −                         (3) 

R2. R-squared, which represents the ratio of the residual 

sum of squares to the total sum of squares. It is defined as 

( )

( )

2n

i i2 i 1

2n

i ii 1

ŷ y
R 1

ˆy y

=

=

−
= −

−




                       (4) 

where n denotes the size of training set, yi represents the true 

value, ŷi  represents the predicted value, and y̅i  means the 

mean of the true value. 

C. Baseline Methods 

To evaluate our approach, we compare our approach with 

the following four baseline methods: 

SVM. SVM algorithm is used for regression prediction, 

and pollutant concentration is predicted based on historical 

data. 

RF. Random forest algorithm is used for regression 

prediction and pollutant concentration prediction based on 

historical data. 

GBDT. A simple algorithm used to predict the model by 

regression, and the pollutant concentration is predicted by 

historical data. 

EWA-GBDT-1. Only some closely related meteorological 

features (highest temperature, static stability index, average 

temperature, and minimum relative humidity) are applied to 

the EWA model. 

D. Parameter Setting 

We conducted the EWA-GBDT using the scikit-learn in 

Python. For our model, we first used the RFE based on the 

SVM regression method, with kernel as linear as the basic 

learner. Operates the number of features on 13 according to 

actual condition, after that, 13 meteorological features that 

have a strong correlation with each pollutant concentration 

are selected. Specifically, our approach utilizes the extract 

result in the next step to exponentially weighted average, 

where we set the β to 0.9. Finally, the processed value is 

regarded as the input of the EWA-GBDT, and the training 

set and the test set are split in a ratio of 4:1. The optimal 

parameters are selected at this time: n_estimators is set to 

400, max_depth is set to 4, min_samples_split is 2, and 

learning_rate is 0.01. For the other baseline methods, we 

use 80% of the training data to optimize their parameters. 

All experiments were performed on one machine with an 

Intel (R) Core i5-8250U (Main frequency 3.40 GHz) and a 

RAM of 8 GB. 

E. Analysis of Prediction Performance 

a) SVM-RFE performance 

The correlation analysis of meteorological features with 

pollutants based on SVM-RFE solves the association degree 

of meteorological features and pollutants in different cities 

and seasons. Convert each meteorological feature into a 

consistent input, likewise utilizing a single pollutant as the 

target analysis object to establish an RFE analysis model for 

each meteorological features and pollutant concentration, and 

ranking the correlation between each meteorological feature 

with pollutant concentration. 

 
TABLE II: THE X-COORDINATE CORRESPONDS TO THE ACTUAL 

METEOROLOGICAL FEATURES 

Serial 

number 

Meteorological 

features 

Serial 

number 

Meteorological 

features 

1 
Surface ventilation 

coefficient 
8 Station pressure 

2 Mixed layer height 9 Static stability index 

3 Relative humidity 10 Sunshine hours 

4 
Maximum 

temperature 
11 Average temperature 

5 
Daily maximum wind 

speed 
12 Precipitation 

6 
Minimum relative 

humidity 
13 Average wind speed 

7 Minimum temperature   

 

For visualization, the SVM-REF results for diverse cities is 

demonstrated in Fig. 2. It shows the relationship between 

meteorological features and pollutant concentration, where a) 

represents Shijiazhuang and b) represents Xingtai. The 

x-coordinate represents each meteorological features, and the 

y-coordinate indicates the degree of correlation with each 

pollutant. The top 13 features ranked by importance are 

shown in Table II. In short, these features are very 
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discriminative. 

From Fig. 2, cities with different meteorological features 

show different impacts varying by quarters. A surprising 

discovery is that meteorological features, which has the 

greatest impact on CO concentration, is static stability index; 

the meteorological feature that has the greatest impact on 

NO2 concentration is static stability index. Xingtai is the 

average temperature; the most significant influence on the 

concentration of O3 in Shijiazhuang is the static stability 

index, Xingtai is the maximum temperature; the maximum 

temperature is most affected by the PM10 concentration; the 

highest affecting the PM2.5 concentration in Shijiazhuang is 

the maximum temperature, Xingtai is the static stability index; 

static stability index is the most important factor affecting 

SO2 concentration both in Shijiazhuang and Xingtai. 

 

  

(a)  SJZ-CO                               (b) XT-CO 

  

(c)  SJZ-NO2                              (d) XT-NO2 

  

(e)  SJZ-O3                                 (f) XT-O3 

  

    (g)  SJZ-PM10                               (h) XT-PM10 

 

    (i) SJZ-PM2.5                                (j) XT-PM2.5 

 

(k) SJZ-SO2                             (l) XT-SO2 

Fig. 2. The relationship between pollutant concentration and meteorological 

features. 

 

b) EWA-GBDT performance 

On the basis of SVM-RFE, 13 meteorological features that 

have a strong correlation with pollutant concentration were 

identified, and they were exponentially weighted averaged 

with pollutant concentrations in different cities, where β was 

0.9, and each meteorological feature serves as an input 

feature corresponding to a set of vector values. The GBDT 

prediction model for each pollutant concentration is 

established according to different quarters. 

In order to improve the performances of our model, the 

model parameters require to be adjusted. The parameters 

selected in this study are max_depth, n_estimators, and 

learning_rate. The selected evaluation metrics are R2, MAE, 

and RMSE. Take Shijiazhuang four quarters as an example, 

adjust the parameters were evaluated using the regression 

model R2 to obtain the experimental parameter results, which 

are shown in Fig. 3. 

 

 

(a) max_depth                              (b) n_estimators 

 

(c) learning_rate 

Fig. 3. The influence of parameters. 

 

As illustrated in Fig. 3, the y-coordinate indicates the 

regression evaluation metrics R2, where a) the x-coordinate of 

the subfigure represents the value of the max_depth 

parameter. b) the x-coordinate of the subfigure represents the 

value of the n_estimators parameter, and c) the x-coordinate 

of the subfigure represents the learning_rate and one small 

square represents 100 times. The values of the parameters, 

the x-coordinate 1 to 8 correspond to the values: 0.01, 0.03, 

0.06, 0.09, 0.12, 0.15, 0.18, and 0.21. 

Obtained through analytical experiments: in subfigure (a), 
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the model prediction performance is the best when the 

parameter max_depth is 4, and the GBDT can control the 

number of nodes in the tree according to the specific problem 

to achieve the best prediction effect in subfigure(b). When 

the parameter n_estimators is 300 or 400, the predict effect is 

best in the prediction of each pollutant concentration. When 

n_estimators set 100 or 200, the training effect is inadequate, 

while the effect of continuing to increase is not significantly 

improved, indicating that the model is better. Over-fitting and 

under-fitting problems are solved, and in subfigure (c), when 

the parameter learning_rate is 0.01, the effect of improving 

the learning_rate is reduced. According to the results of the 

parameter adjustment, the optimal parameters are selected in 

this model, n_estimators: 400, max_depth: 4, learning_rate: 

0.01. 

The prediction results of PM2.5 concentrations in 

Shijiazhuang and Xingtai are shown in Table III. 

 
TABLE III: PREDICTION PERFORMANCE OF PM2.5 

 MAE RMSE R2 

Shijiazhuang 11.8878 15.8398 0.9172 

Xingtai 10.4759 13.6248 0.9244 

The concentration of PM2.5 in the four quarters of 

Shijiazhuang is predicted. The results are shown in Table IV. 
 

TABLE IV: FORECAST INDICATOR TABLE IN QUARTERLY PM2.5 

CONCENTRATION 

 
First 

quarter 

Second 

quarter 

Third 

quarter 

Fourth 

quarter 

MAE   8.7124 3.8924 6.4089 10.1090 

RMSE   11.2899 4.7512 9.0184 13.2446 

R2 0.9490 0.927 0.8144 0.9543 

 

The smaller the RMSE, the better the prediction effect of 

the model. From the perspective of RMSE, the model has the 

best prediction effect in the second and third quarters, while 

the first and fourth quarters are relatively inferior. It is 

actually very reasonable that maybe caused by uncontrollable 

external factors such as heating in winter, and high pollution 

events generally occur in winter. 

As depicted in Fig. 4, for different cities, the EWA-GBDT 

model has stable performance compared with other baselines 

and brings a significant improvement on the prediction 

accuracy. The three evaluation metrics of our approach are 

achieving the best performance. This is very intuitive to 

understand that RF and GBDT have similar effects and are 

much more improved than the SVM. The EWA-GBDT-1 

with partial EWA of some meteorological features has a 

slightly better performance compared with the RF and GBDT, 

further indicating that the model effect will be significant 

when the EWA is applied to all meteorological features. 

 

(a) Shijiazhuang                                   (b) Xingtai 

Fig. 4. Comparison with baseline methods. 

 

Temporally speaking, all strongly correlated 

meteorological features (e.g., relative humidity, static 

stability index, and average temperature, et al.) extracted 

from SVM-RFE are weighted exponentially with the 

concentration of six pollutants. In other words, the daily 

concentration is expressed by the concentration average of 10 

days before and after, which reduces the dimension of    

features and the sparsity of data. 

We partitioned the data into four quarters. The 

concentration of PM2.5 pollutants in the four quarters of 

Shijiazhuang is predicted. The results are shown in Fig. 5. 

 

 

  (a) PM2.5 of the first quarter          (b) PM2.5 of the second quarter 

 

         (c) PM2.5 of the third quarter                 (d) PM2.5 of the fourth quarter 

Fig. 5. Prediction results. 
 

In Fig. 5, the x-coordinate indicates the date and the 

ordinate represents the concentration of PM2.5. All these 

results well demonstrate the similarity predicted result of the 

model between the trends of the real. Clearly, every result fall 

in the around region of each real data, which verifies the 

validity of our method. In general, the GBDT is a regression 

algorithm in the direction of the gradient, which can quickly 

reduce the concentration difference between the predicted 

value and the real value, and reduce the time complexity of 

the algorithm, thus, making the model achieve better 

performance. 

F. Discussion 

This section further discusses the architecture we 

established, and provide an explanation of the previous 

analysis results. 

1) Aligning with the co-training framework, our proposed 

method significantly outperforms the baseline methods. 

From Fig. 4, as expected, we can then infer that 

EWA-GBDT achieves the best performance. This 

indicates that our presented approach has a good 

performance in air quality prediction. 

2) As shown in Fig. 2, compared with other baselines, RFE 

based on SVM enables the highlights of the correlation 

between meteorological features and pollutant 

concentration. 

3) Clearly, Fig. 5 further reveals that EWA-GBDT tends to 

significantly improve the accuracy of pollutant 

concentration prediction. Compared with other baselines, 

GBDT is a regression algorithm in the direction of 
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gradient, which can quickly reduce the concentration 

difference between the predicted value and the real value, 

and reduce the time complexity of the algorithm, thus, 

making the model achieve better performance. 

4) Further analysis shows that seasonal factors have a 

significant impact on the experimental results in practice. 

It is more effective in the second and third quarters than 

in the first and fourth quarters. Some reasonable 

explanations can help illustrate the consequences: 

heating in winter and high pollution events generally 

occur in winter and so on. Additionally, we will further 

study the first and fourth quarter, adding time series to 

achieve better results. 

 

IV. RELATED WORK 

Air quality prediction methods mainly fall into two 

categories: classical dispersion models and data-driven 

models. Existing work typical for air quality prediction is 

conducted through neural network. Li X. C. [9] et al. 

extracted the uptrend intervals and calculated the causal 

strengths among spatially distributed sensors from the 

perspective of detecting pollution sources and mining 

pollution propagation patterns, used causal strengths to 

model the spatio-temporal uptrend events, afterward 

constructed causality graphs to determine pollution sources 

and propagation patterns. Zheng Y. [10] et al. proposed a 

semi-supervised learning approach based on a co-training 

framework that consists of two separated classifiers, the 

artificial neural network and the linear-chain conditional 

random field. Ibrahim K. [11] et al. proposed a novel model 

based on Long Short Term Memory networks to predict 

future values of air quality in a smart city. On the basis of 

traditional BP neural network, Li L. [12] et al. proposed a 

sample optimization method based on meteorological 

similarity criterion, which improves the prediction accuracy 

of the traditional neural network. Wu C. L. [13] et al. 

presented a representative method of regional space–time 

data and a PM2.5 prediction model based on the convolution 

neural network. However, the slow convergence, easy to fall 

into local optimum, and poor robustness of the neural 

network also limit its further development. 

Keller J. P. [14] et al. estimated time trends from an 

observed time series and used spatial smoothing methods to 

borrow strength between observations. Applied a 

spatio-temporal model that included a long-term spatial mean, 

time trends with spatially varying coefficients, and a 

spatio-temporal residual in each region. Feng X. [15] et al. 

proposed a novel hybrid model combining air mass trajectory 

analysis and wavelet transformation. Wang L. M. [16] et al. 

according to the distance correlation coefficient, the daily 

rolling statistical prediction of PM2.5 concentration was 

carried out by using SVM regression algorithm. However, 

these methods all have one key issue: feature selection, which 

generally uses simple mutual information, Pearson 

correlation coefficient, distance correlation coefficient, etc. It 

is easy to fall into local optimum, with high uncertainty, no 

obvious effect, and not suitable for large data sets. 

The GBDT plays a significant role in many fields. Kim T. 

K. [17] et al. proposed a method to speed up the evaluation 

time of a GBDT for fast-moving object tracking and 

segmentation problems. Hu J. F. [18] verified that the 

GBDT-based method may assist in the detection of driver 

fatigue. Pham H. D. [19] et al. applied a static malware 

detection method by Portable Executable analysis and GBDT 

algorithm. Additionally, Gong J. B. [20] et al. designed 

Friend++, a hybrid multi-individual recommendation model 

that integrates a weighted average method into the random 

walk framework by seamlessly employing social ties, 

behavior context, and personal information. References [21], 

[22] construct neural network models to mine deep 

information between features respectively from emotional 

analysis and semantics of social relationships. 

 

V.  CONCLUSION 

For simultaneously capturing the factors affecting future 

air quality, we identified 13 meteorological features that have 

a strong correlation with pollutant concentration through 

RFE. Next, concentration of meteorological features are fed 

into EWA-GBDT to predict pollutant concentration and 

further study air quality. From this study, we obtained the 

following conclusions. 

1) Based on the RFE of SVM, considering the non-linear 

relationship between meteorological features and 

pollutant concentration, moreover, extracting 13 

meteorological features (e.g., stationary index, average 

temperature, surface ventilation coefficient, et al.) with a 

strong correlation with pollutant concentration. 

2) This study has significantly improved the prediction that 

the accuracy of urban pollutant concentration relies on 

our selected input. Taking the concentration of PM2.5 in 

Xingtai as an example, the RMSE value decreased to 

13.6248 and the R2 value increased to 0.9244.  

3) This study has fully considered the influence of time 

factors on the prediction results by dividing the quarter, 

and improved the prediction accuracy. The model’s 

forecasting effect in the second and third quarters is 

preferable than that in the first and fourth quarters, 

indicating that the model’s improvement in summer is 

more striking than in winter. The model effect is accurate 

and stable compared to other traditional methods, which 

can provide a reference for operational forecasting. In 

addition, it has a finer spatial and temporal granularity. 

Future work is to integrate the time series model. It is 

planned to use the historical data of the same month for the 

time series seasonal analysis to eliminate the instability of the 

data and improve the prediction accuracy. 
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