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Abstract—This paper reports particle swarm optimization 

(PSO) technique for selective harmonic elimination (SHE) in 

pulse width modulated inverter. A PSO based optimization 

technique is proposed to minimize the overall THD of the 

output voltage of  PWM inverter and corresponding switching 

angles are computed. This method is applied for the bipolar 

switching in  three phase inverter for three switching angles 

and five switching angles. The switching angles are computed 

to completely eliminate the lower order harmonics. The result 

of the bipolar case using three switching angles are compared 

with that of a recently reported work, based on PSO technique, 

and is observed that the proposed method is effective in 

eliminating the lower order harmonics completely and overall 

THD is reducing to a greater extent than the previously 

reported work. 

 
Index Terms—Selective harmonic elimination (SHE) , 

particle swarm optimization(PSO) , pulse width modulation 

(PWM). 

 

I. INTRODUCTION  

The problem of eliminating harmonics in switching 

converters has been the focus of research for many years. 

For systems where high switching efficiency is of utmost 

importance, it is desirable to keep the switching frequency 

much lower. In this case, the switching angles are chosen 

such that a desired fundamental output is generated and 

specifically chosen harmonics of the fundamental are 

suppressed. This is referred to as harmonic elimination as 

the switching angles are chosen to eliminate specific 

harmonics. In PWM based inverter, generally the harmonic 

elimination problem is formulated as a set of nonlinear 

transcendental equations that must be solved to determine 

the switching angles so as to produce desired fundamental 

amplitude while eliminating selected harmonics [1-2]. The 

fundamental component is assigned to a desired output 

value and other selected orders of harmonics are equated to 

zero to form the set of transcendental equations.  

The numbers of nonlinear equations in terms of unknown 

switching angles depend on number of harmonic 

components to be eliminated. The equations have to be 

solved for each value of modulation index using numerical 

minimization approach. The technique is not so simple to 

solve the equations as they have multiple solutions. 
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Moreover, the solutions may have discontinuity at certain 

modulation indices. In the application of SHE technique, 

generally the PWM switching angles are calculated off line 

and stored as look up tables. These tables are stored in a 

programmable memory and using for example, 

microcomputer or microcontroller board which has been 

programmed to accept the value of modulation index and 

generate the corresponding switching angles. The problems 

of the conventional methods are the off line look up tables 

calculations , the selection values of PWM pattern , or using 

the analog and digital hardware because the solution of the 

equations for solving switching angles is difficult in on-line 

. The hardware needs a large look up tables to store the 

information of switching angles of SHE-PWM technique. 

An online computation method has been proposed to make 

the technique a more flexible and interactive one by using 

neural networks [3]. Predicted initial values allow rapid 

convergence of   Newton iteration for the solution of non 

linear equation [4]. Multiple solutions to the SHE problem 

are found in [5] and harmonics are minimized through an 

objective function by optimization [6]. Another scheme for 

online calculation of PWM angles has been proposed by 

Salam [7]. A modified carrier waveform approach is 

suggested by Wells [8], which is based on quadratic curve 

fitting of trajectories of the exact PWM angles. Switching 

angles are also calculated by using genetic algorithm [9]. 

Moreover, convergence speed of the GA algorithm is low 

and each step of algorithm to find the switching angles has a 

time consuming process. Since over all procedure needs a 

lot of time to find the solutions in the all range of 

modulation indexes. In this paper the novel and popular 

particle swarm optimization method is applied to solve the 

SHE problem for three phase inverter. It is well known that 

PSO technique is able to find high quality solutions with fast 

convergence and simple implementation [10], [11]. Particle 

swarm optimization will allow the switching angles to be 

computed online ; thus avoiding the need for large memory 

storage. An algorithm for computing switching angles are 

presented in [12]. In PSO as the variables are randomized 

initially, the initial guess does not affect the actual solution. 

It avoids the multiple solutions of the equations. The 

problem of discontinuity of solutions at certain point is 

avoided. 

 

II. SELECTIVE  HARMONIC ELIMINATION 

The output voltage waveform of a PWM inverter is 

shown in Fig. 1. The general Fourier series of the wave form 

can be given as  
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 V t = ancos nωt+bnsin nωt n=1                   (1) 

Due to quarter wave symmetry of the output voltage, the 

even harmonics are absent and only odd harmonics are 

present. The amplitude of the nth harmonics expressed as 

           𝑏𝑛 =  
4

𝑛𝜋
  1 + 2 (−1)𝑘𝑐𝑜𝑠 𝑛𝛼𝑘𝑘=1   (2) 

The switching angles 𝛼1  to 𝛼𝑚   must satisfy the 

condition: 

          𝛼1 < 𝛼2 < ⋯… < 𝛼𝑚 < 𝜋
2                               (3) 

 

 

                                                 

                                        

 

Fig.1.  Bipolar PWM waveform 

Given a desired fundamental voltage the problem is to 

find the switching angles that satisfy the following equation: 

 

4

𝜋
 1 − 2𝐶os 𝛼1 + 2𝐶os 𝛼2 − 2𝐶os 𝛼3  =  𝑉1 

 

     1 − 2𝐶os 5𝛼1 + 2𝐶os 5𝛼2 − 2𝐶os 5𝛼3  =  0          (4) 

 

     1 − 2𝐶os 7𝛼1 + 2𝐶os 7𝛼2 − 2𝐶os 7𝛼3  =  0 

 

Here V1 is the amplitude of the fundamental component. 

Nonlinear transcendental equations are thus formed and 

after solving these equations, 𝛼1  through 𝛼3 are computed. 

Triplen harmonics are eliminated in three phase balanced 

system and these are not considered in “(4).” It is evident 

that (m-1) harmonics can be eliminated with „m‟ no. of 

switching angles.  

 

III. SOLVING NON LINEAR EQUATIONS 

A. Newtonraphson method 

“Equation (4)” consists of nonlinear equations and 

transcendental in nature. As a result many people have 

utilized numerical iterative techniques in order to solve 

these equations. 

Unfortunately numerical iterative techniques require an 

initial guess in order to work. However  if initial guess is not 

good enough a solution will not found.  

1) And they needed large time for calculation.  

2) More than one solution might to exist to the problem at 

hand. 

B. Particle swarm optimization 

Particle Swarm Optimization (PSO) refers to a relatively 

new family of algorithms that may be used to find optimal 

solutions to numerical and qualitative problems. PSO was 

introduced by Russell Eberhart and James Kennedy in 1995 

inspired by social behavior of birds flocking or fish 

schooling. It is easily implemented in most programming 

languages and has proven to be both very fast and effective 

when applied to a diverse set of optimization problem. 

  In PSO, the particles are “flown” through the problem 

space by following the current optimum particles. Each 

particle keeps track of its coordinates in the problem space, 

which are associated with the best solution (fitness) that it 

has achieved so far. This implies that each particle has 

memory, which allows it to remember the best position on 

the feasible search space that has ever visited. This value is 

commonly called pbest. Another best value that is tracked 

by the particle swarm optimizer is the best value obtained so 

far by any particle in the neighborhood of the particle. This 

location is commonly called gbest. The basic concept behind 

the PSO technique consists of change in the velocity (or 

accelerating) of each particle toward its pbest and gbest 

positions at each time step. This means that each particle 

tries to modify its current position and velocity according to 

the distance between its current position and pbest, and the 

distance between its current position and gbest. The position 

and velocity vectors of the ith particle of a d- dimensional  

search space  can be  represented as 

 

)....,.........,( 21 idiii xxxX   )...,.........,( 21 idiii vvvV 
 

 

respectively. On the basis of the value of the evaluation 

function, the best previous position of a particle is recorded 

and represented as  𝑝𝑏𝑒𝑠𝑡𝑖 = (𝑝𝑖1 , 𝑝𝑖2 , …… . , 𝑝𝑖𝑑  ). If the 

𝑔𝑡ℎ  particle is the best among all particles in the group  

represented as 𝑔𝑏𝑒𝑠𝑡 = 𝑝𝑏𝑒𝑠𝑡𝑔 =

(𝑝𝑔1 , 𝑝𝑔2 , …… . , 𝑝𝑔𝑑  ) .The particle tries to modify its 

position using the current velocity and the distance from 

pbest and gbest. The modified velocity and position of each 

particle for fitness evaluation in the next iteration are 

calculated using the following equations, 

 

𝑣id
(k+1)

= 𝑤 × 𝑣id
k + 𝑐1 × rand   × pbestid − 𝑥id

(k)
+ 𝑐2 ×

rand   × (gbestd − 𝑥id   
 k )    (5) 

 

 𝑥𝑖𝑑
(𝑘)

=  𝑥𝑖𝑑
(𝑘)

+ 𝑣𝑖𝑑
(𝑘+1)

                        (6) 

The original procedure for  implementing PSO to find 

optimum switching angles of three phase inverter is as 

follows:   

The equations can be solved in 8 steps. Initially the 

switching angles are randomly generated between 0 and π/2 

for the chosen number of population. After generating the 

initial population a repairing process (using pseudo code 

based algorithm) is carried out to satisfy system constraints. 

The initial searching point is set as the initial pbest values of 

the particles.  The best value among all the pbest values is 

identified as gbest. Where c1, c2= acceleration constants, 

 w = inertia weight 
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 rand (.)  = randomly generated value between 0and 1. 

 
Fig. 2. Flowchart of PSO algorithm 

 

IV. PROPOSED PSO METHOD 

The PSO algorithm is simple in concept, easy to 

implement and computational efficient. The THD equation 

is given as 

 

𝑇𝐻𝐷 =
  𝑉𝑛

231
𝑛=5,7

𝑉1
                                (7) 

 

The THD (7), of the output voltage is taken as the 

objective function. The particle velocity is updated using   

(5). The position of the particle is then updated using (6). 

The merit of each individual particle in the swarm is found 

using a fitness function called evaluation function. The 

evaluation function should be such that THD is minimized 

while constraints are satisfied. The value of the pbest, gbest 

are updated after evaluation of the fitness function. If the 

new value is better than the previous pbest, the new value is 

set to pbest. Similarly, value of gbest is also updated if the 

best pbest  is better than the stored value of gbest. 

 

V. COMPUTATIONAL RESULT 

To eliminate 5th and 7th order harmonics for a three phase 

inverter, equations set (4) must be solved. Variation of 

switching angles for three switching angles in iterative 

method and PSO methods are shown in “Fig 3”,”Fig 4” 

respectively.  Voltage THD with varying modulation index 

is shown in “Fig 5” while three switching angles of the 

proposed switching patterns are used. The result obtained in 

PSO is better compared to Newton Raphson method. 

 

 
Fig. 3.  Bipolar switching angles verses modulation index  for three      

switching angles in Newton raphson technique 

 

A comparison of the unweighted THD computed by the 

proposed PSO technique up to 31st harmonics, with that of 

the lowest values computed by the previously reported PSO 

technique [12] is shown in “Fig. 5”. From the comparison, it 

is found that the proposed method is contributing lower 

%THD in all range of modulation index. 

 

 
Fig. 4. Bipolar switching angles verses modulation index for   three 

switching angles in PSO technique 

 

 

Fig. 5a.  Comparison  of THD between Newton Raphson and PSO method. 

No 
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Fig. 5b. THD verses modulation index  result of the previously reported 

PSO technique. 

 
Fig.6. Percent of fundamental verses order of harmonics 

 

 Harmonic order in percentage of the fundamental value 

for modulation index of 0.75 is shown in the “Fig. 6”.  The 

5th and 7th harmonics are completely eliminated.  

 
Fig. 7.  Angle verses modulation index for five switching angles 

 

 
Fig. 8. THD verses modulation index for three and five switching angles 

 
Fig. 9. Percent of fundamental verses order of harmonics 

 

Calculation is also done for the five switching angles 

where the five equations in terms of five unknown angles 

are calculated. So with the five switch angles 5th ,7th 

,11th,13th, harmonics are eliminated. Graph of bipolar 

switching angles verses modulation index for five switching 

angles is shown in “Fig. 7” and  graph of THD verses 

modulation index for three and five switching angles is 

shown in “Fig. 8”.In case of five switching angles the THD 

improved than three switching angles. The harmonic order 

in percentage of the fundamental value for modulation index 

of 0.75 is shown in “Fig. 9”. The 5th, 7th, 11th and 13th 

harmonics are completely eliminated. 

 

VI. CONCLUSION 

Comparing the result in this paper it can be concluded 

that PSO can simply find the optimum switching angles. 

PSO algorithm is simple in concept, easy to implement and 

computational efficient. The proposed technique has been 

applied to Three phase voltage source inverter control 

schemes. The estimation of up to 5 switching angles per 

quarter cycle has been performed, while minimizing a pre-

selected number of harmonics and, at the same time, 

controlling the fundamental component. 

REFERENCES 

[1] H. S. Patel and R. G. Hoft,  “Generalized harmonic elimination and 

voltage control in thyristor inverters. Part 1. Harmonic eliminaton,” 

IEEE Trans. Ind. Appl, 9 (May/June) (1973) pp. 310-317. 

[2] H. S. Patel and R. G. Hoft, “ Generalized harmonic elimination and 

voltage control in thyristor inverters. Part 1I. Voltage control 

technique,” IEEE Trans. Ind. Appl, 10 (September/October) (1973) 

666-673. 

[3] A. M. Trzynadlowsk, S. Legowski,  “Application of neural networks 

to the optimal control of three phase voltage controlled inverters,” 

IEEE Trans. Power Electronic. 9 (july(4)) (1994) 397-404. 

[4] J. Sun and H. Grotstollen, “Solving nonlnear equations for selectve 

harmonc eliminated PWM  using predicted initial values,” in: Proc. 

Int. Conf. ind. Electro. Cont. Instrum. Automat, 1992, 259-264. 

[5] J. R. Wells, B. M. Nee, .L. Chapman, P. T.  Krein, “Selective 

harmonic control: a general problem formulation and selected 

solutions,”  IEEE Trans. Power Electron. 20 (November(6)) (2005) 

1337-1345. 

[6] V. G. Agelidis, A. Balouktsis, and C. Cosar, “ Multiple sets of 

solutions for harmonic elimination PWM bipolar waveforms: analysis 

and experimental verification,” IEEE Trans. Power Electronic. 21 

(March(2)) (2006) 415-421. 

[7] Z. Salam, “An online harmonic elimination PWM scheme for three 

phase voltage source inverter using quadratic curve fitting,”  IEEE 

International Journal of Modeling and Optimization, Vol. 2, No. 4, August 2012

516



  

Indus. Electronic Society Annual Conf., 2-6 November, (2004), pp. 

704-708. 

[8] J. R. Wells, P. Xin Geng, L. Chapman, P. T. Kren, and B. M. Nee,  

“Modulation based harmonic elimination,” IEEE Trans. Power 

Electroncs. 22 (january (1)) (2007) 336-340. 

[9] T. H. Abdelhamid and K. E1-Naggar, “Optimum estimation of single-

phase inverter‟s  switching angles using genetic based based 

algorithm,” Alexandria Engineering Journal, vol. 44 (2005), no. 

5,751-759. 

[10] J. Kennedy and R. C. Eberhart, “ Particle Swarm Optimization,” in 

Proc. IEEE Int. of Neural Networks, Piscataway, NJ, USA, 1942-

1948, 1995. 

[11] R. C. Eberhart and Y. Shi, “Guest editorial,” IEEE Trans. Evol. 

Comput. (Special Issue on Particle Swarm Optmization), vol. 8, no. 3,  

Jun. 2004, pp. 201-203. 

[12] R. N. Ray, D. Chatterjee, and S. K. Goswami, “An applicaton of PSO 

technique  for harmonic elimination in a PWM inverter,” Journal 

Elsevier , vol. 9,(2009) 1315-1320. 

 

 

B. Patra: research Scholar in Electrical Dept. KIIT 

University, Bhubaneswar, India since 2008. Received B.E. 

in Electrical Engineering from KIIT in 2006. 

 

B. Kumar  was born in Odisha, India in 1978.  He 

received the B.E degree in electrical engineering from the 

Utkal University, Odisha, India, in 2001, and the M.Tech. 

degree in Power electronics and Drives from  KIIT 

University, Inida. Currently, he is Lecturer in IGIT Sarang 

and pursuing Ph.D. from the Utkal University. His 

research interests include electric drives, Power quality, 

and microcontrollers.  

 

 

J. Yadagiri: Working as Assistant Professor in the Dept 

of Electrical Engineering. B.Tech from H.R.D 

Engineering college A.P, M.Tech from IIT Kanpur. 

 

A. Dasgupta received B.E. in electrical Engineering from 

Regional Engineering College, Durgapur, India in 1977, 

and M.Tech in Power Electronics from IIT, Kanpur in 

1980. He has worked in industry before joining academics. 

His areas of interest are power electronic circuits, SMPS, 

Microcontroller application in drives. Presently Dean 

School of Electrical Engineering, KIIT University. 

 

 

International Journal of Modeling and Optimization, Vol. 2, No. 4, August 2012

517


