
 

Abstract—The artificial neural networks (ANN) have 

emerged as interesting approaches in various fields of research 

and industry. ANNs are able to solve non-linear and complex 

problems where the classic methods do not provide solutions. 

These learning algorithms are particularly interesting as they 

are implemented in embedded systems. In order to obtain an 

efficient implementation, a compromise of time and area is 

needed 

In this paper, we will develop a methodology for automatic 

coding of fixed-point data for the implantation of artificial 

neural networks that are typically specified as floating-point. 

This methodology should determine the optimal encoding of 

various blocks of our ANN, to maximize accuracy and 

minimize the application area. The proposed methodology 

allows the automatic generation of VHDL code within an 

encoding in multi-width of multi-layer perceptron (MLP) 

model in the decision phase after a simulation in the learning 

phase with fixed point operators. This methodology has 

allowed a gain of 6% in LUTs compared to a single coding 

accuracy with the same network topology. 

 
Index Terms—Floating point, fixed point, implementation, 

RNA, simulation, VHDL. 

 

I. INTRODUCTION 

Several connectionist methods with supervised and non-

supervised learning have been used to quantify the vigilance 

state starting from processing the 

electroencephalographic(EEG) signal derivation collected at 

the cortex of the subject [1],[2]. In our work, we have used 

multi-layer perceptron (MLP) in the decision phase and in 

the learning phase as a tool to classify the vigilance states. 

The approach proposed in this paper is a continuation of this 

work with the aim of proposing an entirely embedded real-

time detection of reduced vigilance. In this context, we are 

interested in the issue of implementing this model on a 

neural circuit based on Field Programmable Gate Arrays 

(FPGA). 

Various approaches to implementations of the MLP on 

FPGAs have been carried out [3],[4].Several authors have 

looked at the implementation phase of the MLP decision 
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[5],[6] and in the learning phase [7]. Considering the 

complexity of these two phases, algorithms, which is 

generally proportional to the increase in the number of 

neurons and layers, an optimization methodology of 

implementation is necessary. In [7], the authors developed a 

methodology for optimizing the latency architectures 

described in VHDL through four stages: the topology 

generation, the definition of accuracy and ranges of values, 

the choice of arithmetic representation (fixed or floating 

point) and selecting the type of learning. In [6] the authors 

developed a methodology for optimizing the operating 

surfaces where they used serial and parallel operators, coded 

in fixed point, which fit with the nature of the spread of data 

pipelining: inter-neuron and intra-neuron. All these methods 

exploit a single width for all variables and all operations and 

hence result in a non-optimal implementation of operators 

and generates an overflow at the level of operators .To 

remedy this drawback, we propose to exploit a methodology 

for optimizing multi-width precision. 

This paper is organized as follows: In the first section, we 

describe the optimization methodology which aims to 

reduce the size of the information while retaining the 

performance of the MLP model. In the second and final part, 

we present the results of the implementation of an MLP on a 

FPGA by exploiting our methodology. 

 

II.  PROPOSED METHODOLOGY 

Our goal is to propose a methodology for optimizing the 

implementation of an artificial neural network (ANN) of an 

MLP type .We direct our research towards the 

implementation of limited accuracy operators by minimizing 

the size of the data without destroying the performance of 

RNA. After determining the corpus of work and the 

topology of our MLP, we have carried out our methodology 

in two phases. First, we have passed a simulation phase to 

convert the learning algorithm, initially coded in a floating 

point, to fixed point coding. Second, we have used an 

implementation phase, trying to collect all information 

necessary for our MLP (Topology, accuracy ...) and 

generate the corresponding VHDL code. Figure 1 illustrates 

this methodology. 

A. Corpus work and topology of the MLP 

To assess our methodology, we have used a work body 

based on data extracted from signals of the EEG recorded in 

real conditions. These signals characterize physiological 

states related to the vigilance variation.  

The topology of the MLP adopted throughout our work is 

formed by 21 neurons in the input layer, 10 neurons in the 

hidden layer and 2 neurons in the output layer. We have 
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used the hyperbolic tangent as a transfer function in the 

hidden and output layers while a linear function is adopted 

in the input layer. 

B. Simulation phase 

 
Fig. 1. Methodology proposed 

 

The majority of researches are directed towards the study 

of the ANN implementation in single precision. This 

impedes the accuracy optimization because generally fixed 

and single width coding of all information is set. To 

overcome these limits, we propose to use a multi-width 

coding. In our MLP, we have reserved a precision format for 

entries in the first layer and formats for weights, multipliers 

and adders for the hidden and output layers. The hyperbolic 

tangent transfer function has been simulated by a CORDIC 

algorithm [8],[9] .To make the conversion of the learning 

algorithm, initially coded as a floating point algorithm, into 

a fixed point algorithm, we have to estimate in the first place 

the dynamic data enough to gain the size of the integer part 

and evaluate the accuracy. Then, we should be able to 

determine the size of the fractional part. 

1) Dynamic data estimation 

The dynamics of a given data correspond to the interval 

containing all values taken by this data over time. To 

determine the dynamic variables, two approaches can be 

used: statistical approaches, based on the analysis of 

simulation results of the application [10],[11],[12]; and 

analytical approaches, based on a static analysis of the 

application [13],[14],[15],[16]. In our methodology, we have 

opted to use a statistical approach in calculating the 

maximum value of inputs, weights, adders and multipliers in 

floating-point encoding. 

2) Integer part determination 

This first phase is to determine the minimum size of the 

integer part. The decimal position used for a variable x 

depends on the stretch estimated for this variable. Knowing 

the extent  𝑥 , 𝑥   to guarantee the absence of overflow, the 

decimal position is equal to:  

km
zk

x


 min | ),max(2 xxk   

 )max(log2 x                 (1) 

In other word, we look for the smallest integer k in a way 

that 2 k is larger in absolute value at the terminals of the 

variable x. Subsequently, we add one bit for negative 

numbers (two's complement). 

Given that the statistical method used in estimating the 

dynamics of the data does not guarantee the overflow, we 

have integrated indicators defined as variables that control 

the excesses within the operators and the intermediate 

signals. These indicators control the overflow dynamically. 

The determination of the integral part of the data is 

described by the algorithm 1. 

Algorithm 1: Determination of the integral part 

 

1. Estimate the dynamic data; 

2. Determine the integer part; 

3. Assess accuracy of fixed point coding with the absolute error 

rate of success, which shows the performance of our algorithm;  

4. If there is an overflow back to 2 ,else go to 5; 

5. Return the width of the integer part. 

 

3) Accuracy evaluation 

The use of fixed point arithmetic limits the accuracy of 

the calculations and leads to an error quantization in output 

calculations for the difference between the signal at infinite 

and finite precisions. In addition, to reduce the hardware 

cost, truncations of data must be made at different points to 

further increase the imprecision. Indeed, some operations, 

such as multiplication, increase the number of output bits of 

the operation. Thus, calculation accuracy should be assessed 

basing on data widths to ensure that it exceeds a threshold 

fixed by the user and corresponding to the precision 

constraint. Several criteria exist to assess the accuracy of a 

fixed-point implementation. 

The absolute error calculated by the difference between 

success rates in fixed point coding and floating-point coding 

and where it reflects the performance of our MLP, will be 

the test of our application. To determine the noise power 

output of the algorithm for a specific instance of data 

formats, two approaches can be used. First, the statistical 

approach is to determine the statistical parameters of the 

quantization error from the simulation of the algorithm in 

fixed point and floating point [17]-[19] The second 

analytical approach determines the analytical expression of 

noise power by propagating a noise model, depending on the 

sizes within the flow graph of the algorithm [20]-[22]. In our 

methodology, we have chosen using a statistical method to 

assess the accuracy. Since our methodology takes account of 

TrFixe=Error rate in fixed 

point

TrFloate=Error rate in 

floating point

ε =Margin of error to accept
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different widths, we have used a method called "adding one 

bit for all method”, where we add a bit of fractional part for 

all blocks (inputs, weights, adders, multipliers) to obtain the 

desired performance, This method ensures good 

performance of the network. Algorithm 2 describes a 

method. 

 
Algorithm 2: Adding one bit for all algorithm 

1. Add one bit to the fractional part of the entries in the input 

layer and the weights adders and multipliers in the hidden and 

output layers; 

2. Assess the accuracy of the fixed point coding with the 

absolute error rate of success, which shows the performance of 

our algorithm; 

3. If the result of evaluation is acceptable compared to a 

predefined margin of error, go to 4 ;else, return 1; 

4. Return the width of the fractional part. 

4) Simulation results 

The proposed methodology consists in converting the 

learning algorithm, initially coded in floating point into an 

algorithm coded in multi-width fixed point encoding  

The simulation phase has allowed more details of the 

entries, weights, multipliers and adders for each layer. The 

simulation results are given in Table I 

Based on the hypothesis which says that uniformed width 

coding, which, consists in adopting the maximum width 

specified by the multiple widths encoding for the different 

blocks of our MLP, then we can consider a gain of 10 bits 

over a single-coding accuracy.  

 
TABLE I  MULTIPLE WIDTHS FOR THE  DIFFERENT COMPONENTS OF RNA 

Layers Specifications 
Integer 

part 

Fractional 

part 

Total 

Width 

Input layer Inputs 4 12 
 

16   

Hidden layer 

Weight 6 12 

12 

12 

18 

Multipliers 4 16 

Adders 6 18 

Output layer  

Weight 3 12 15 

Multipliers 3 12 15 

Adders 6 12 18 

C. MLP Implementation in FPGA 

The last step of our optimization methodology of coding 

accuracy is to implement our MLP phase decision on an 

FPGA VHDL code generator. In this step, we try to collect 

all information necessary for our MLP (Topology, accuracy 

...) and generate the corresponding VHDL. The hyperbolic 

tangent transfer function has implemented using the 

CORDIC method [8],[9]. 

 

III. IMPLEMENTATION RESULTS 

We have synthesized and implemented our MLP (21 

input neurons, 10 hidden neurons, 2 output neurons) on the 

FPGA Virtex-E XCV 3200E in multi-width and uniform 

width fixed point coding.  

Table II presents the results of the implementation of an 

MLP on FPGAs by exploiting our methodology compared 

to the uniform width implementation. 

 

TABLE II  RESULTS OF IMPLEMENTATIONS OF MLP IN UNIFORM WIDTHS 

AND MULTIPLE WIDTHS CODING 

Logical 

Resources 

Multiple Widths Uniform Width 
Gain 

(%) 

Used Occupation 

(%) 

Used Occupation 

(%) 
 

I/O 

primitives 

372 - 414 - 11 

IBUF 336 - 378 - 12 

OBUF 36 - 36 - 0 

Total 

LUTS 

28472 43 30035 46 6 

 

This table shows the gain of resources generated by a 

fixed-point coding in multiple widths compared to uniform 

widths to the inputs, the output signals and the total LUTs. 

 

IV. CONCLUSION 

In this work, we presented a methodology for automatic 

coding of fixed-point data for the implementation of artificial 

neural networks. This methodology has determined the 

optimal coding of the various blocks of our RNA, to 

maximize accuracy and minimize the size of the application 

without destroying the network performance. The proposed 

methodology has allowed the automatic generation of VHDL 

coding with multiple widths of the MLP model in the 

decision phase, after a simulation in the learning phase using 

fixed point operators. By adopting this methodology, we 

have considered a gain of 6% in LUTs compared to a single 

coding accuracy with the same network topology. 
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