Abstract—Tele-rehabilitation is becoming extremely popular in the health scenario. Although this new medical approach has several advantages over traditional therapy, it is important to identify its limitations and risks in the recovery process. This study focuses on the modeling and implementation of a module to assess in real time the quality of movement and the emotional state of patients when they execute the rehabilitation exercises provided by a web-based platform. An algorithm based on dynamic time warping is proposed and tested to assess the movement kinematic. Furthermore, pain is discriminated through a support vector machine classifier. Both methods allow a high identification of gestures and emotions, respectively. These results are discussed in terms of the most suitable solutions to develop an efficient tele-rehabilitation system.

Index Terms—Dynamic time warping, machine learning, motion assessment, affective computing, eHealth.

I. INTRODUCTION

Over the past few years, alternative healthcare deliveries have been developed. For instance, advances in telecommunications have permitted the emergence of tele-health systems. One specialized field of tele-health is tele-rehabilitation, which allows the implementation of a therapeutic program via an interactive multimedia web-based platform [1], [2]. A remarkable increase in the number of patients treated by tele-rehabilitation has been noticed since the beginning of the 21st century, especially in physiotherapy [3]. Despite the several medical and economic advantages of this new paradigm, the development of a tele-rehabilitation platform has to follow specific rules to ensure safety and efficiency. Two fundamental rules are (i) making sure the patient is performing the therapeutic movement correctly and (ii) identifying possible pain during execution of the exercises [4].

This study addresses these two key aspects in developing an effective and smart tele-rehabilitation platform to support the recovery of patients after hip replacement surgery. The implementation is based on low-cost technologies (e.g., Kinect-based motion capture) and a modular architecture to ensure the viability and scalability of the tool (Fig. 1). The patient’s performance is stored in a web-based database that permits a remote monitoring by health professionals. The original contribution of our system is to integrate in a single platform an assessment module of both the quality of the performed movements and the emotional state of the patient when completing the therapeutic exercises.

Because the exercises are carried out in front of a machine instead of a therapist, participants may produce incorrect movements that could be harmful, especially after a surgery. In addition, the lack of human presence diminishes moral support, which may slow down the recovery process. Here the movement assessment is based on a dynamic time warping (DTW) approach, which has several advantages over the other methods (e.g., hidden Markov models) in terms of the size of the referential dataset and the possibility of performing an independent analysis on different portions of the body [5], [6]. The automatic identification of a situation in which patients are faced with difficulties or pain is based on a detection technique of subtle features of facial expressions [7] or body movements [8]. Then, machine learning classifiers are used to distinguish whether the patients are reaching their limits. Once such a situation is identified, a positive reinforcement (e.g., a message of encouragement) can be displayed on the user interface.

The remainder of this paper is organized into four parts. Section II explains the software architecture of the platform. Section III describes the method used to assess the quality of the movements and its experimental validation. Section IV presents the approach to recognize pain and the results of the experiment designed to test our machine learning algorithm. Finally, Section V draws conclusions and proposes future work.

II. SOFTWARE ARCHITECTURE

A. Therapeutic Education

The therapeutic education block consists of a set of functionalities that includes the rehabilitation exercises. This block is built in Django 2.0.5. The web framework uses the Model-View-Controller design pattern and works under two main principles: (i) maintaining loose coupling between layers of the framework and (ii) Don’t Repeat Yourself (DRY) [9]. According to this pattern, the application functionality is divided into three kinds of components. The model represents knowledge and has the logic to update the controller. The view represents visualization of the data. The controller determines data flow into a model object and
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updates the view whenever data change. It keeps view and model separated and acts on both.

**B. Real-Time Evaluation**

For real-time evaluation, two additional modules were created: (i) to process skeleton data with a RESTful API and (ii) to acquire movement data as a client application. They communicate with each other to process the movement data and to give the results using JSON data format. The RESTful API was developed using Django Rest Framework 3.8.2, which is a powerful and flexible toolkit of Django to build RESTful Web Services [10].

The client application was built with Kinectron 1.4.2 and Processing 1.4.8. Kinectron is an open source tool to capture movement data. It has two components: (i) a server that broadcasts Kinect data and (ii) an API that receives Kinect data [11]. A Kinect v2 camera was used to capture the movements of the patient and extract the coordinates of the main body joints. A cross-browser JavaScript Library was incorporated (Three.js) to display, in a web browser, the game-based exercises, which were made up of 3D animated objects and the user’s avatar.

**C. Assessment Module**

The API REST package works with the exercise packages and contains intelligent modules to assess both the quality of the movements and the emotions of the patients when performing an exercise. It has a couple of services to process the skeleton and the image frames through different artificial intelligence algorithms.

The first service processes the skeleton to evaluate whether the patient is exercising correctly, and the result is transferred as a JSON structure with a set of angles. Each angle has a type, a DTW metric that compares the performed movement with the reference movement. A graphical-based feedback is displayed on the user’s interface to inform patients on the quality of their performance (Fig. 2). A red color represents a bad movement amplitude for a determined limb or body part. This visual feedback is reinforced by a textual description of potential errors in the motion. Other information, such as a progress bar and a score, is also displayed.

The second service processes the image frame every second to determine whether the patient feels pain. A machine learning algorithm based on a support vector machine (SVM) is implemented to operate a Boolean classification of facial expressions in pain (1) vs. no pain (0). A sequence of 1 and 0 is obtained at the end of each repetition. This information is used by the therapist to identify whether the intensity of the exercises is appropriate or not for a determined patient.

**III. MOVEMENT ASSESSMENT**

**A. Method**

1) **Computational modeling**

A DTW algorithm was used to measure the similarity between the reference movement and the current movement performed by the patient. The method is based on the nonlinear alignment of two temporal sequences, which allows similar shapes to match even if they are out of phase in the time axis. The implementation of such an algorithm is obtained through a matrix sized with the length of each signal. On each point of the matrix, the distance between the points associated with each of the two signals is calculated. The best alignment of two signals is given by the path through the grid that minimizes the total distance between these two signals. Equation (1) presents the calculation of the quadratic distance used in our implementation:

\[
D_{i,j} = (x_i - y_j)^2. \tag{1}
\]

Thus, a distance matrix was obtained. Then, a cumulated distance matrix (C) was created, based on the distance matrix (D). The latter was built due to a definition of distance very close to the 8-connectivity in a square tiling (mathematic topology) for each point of the matrix. Equation (2) describes the calculation of C:

\[
C_{i,j} = \min\{C_{i+1,j-1}, C_{i+1,j}, C_{i,j+1}\} + D_{i,j}. \tag{2}
\]
To quantify the difference between the two movements, we had to look for the path that minimizes the cumulated distance. To do so, we started from the last point and looked for the point with the lower cumulated distance between all its three inferior neighbors (within the meaning of Moore neighborhood). We reiterated the process until we reached a side or the originate point C(0,0). Then, we just had to calculate the length of this path. The result is small when signals are close and becomes larger when signals differ.

As we expected our algorithm to be invariant to 3D translational motion and to different bodies, we had to focus not on coordinates of each joint, but on angles. The trigonometric calculations described in [12] were applied to measure the (i) working angles (range of motion) and (ii) compensation angles for the studied therapeutic movements: hip abduction, slow flexion of the hip and knee, hip extension, and the forward–sideway–backward sequence (FSBS). During a rehabilitation session, it is important to identify both the movement amplitude that the patient should reach, also called range of motion (ROM) and the compensatory movements that should be avoided for an appropriate re-education of the injured limbs.

Because the raw input data provided by Kinect were too noisy, the last step consisted in applying a low-pass filter to the signal. The Butterworth filter available in the Python library scipy.signal was used to smooth the signal. Finally, the assessment module was implemented in such a manner to compare the DTW cost of each described angle (ROM and compensations) to an empirically defined threshold. If the calculated distance was higher than the threshold, the angle of the movement was classified as wrong.

2) Experimental protocol

The experiment consisted in comparing the assessment performed by four physiotherapists with the assessment made by the algorithm. Seven subjects participated in the study. They had to perform four different movements of rehabilitation: hip abduction, slow flexion of the hip and knee, hip extension, and FSBS. The movements were repeated 11 times each (one of them was used as a reference). The participant had to introduce a different error in the execution of the movement at each repetition (e.g., wrong ROM or different kinds of compensation). Fig. 3 represents the workflow of the real-time assessment of the movements.

![Workflow of data processing](image)

**B. Results**

Overall, the outcome of the algorithm matches at 88% with the assessment made by the physiotherapists. The accuracy of this matching depends on the threshold of tolerated difference between the reference movement and the analyzed movement (Fig. 4).

![Overall variation of accuracy depending on the threshold](image)

Moreover, there is a certain difference of congruence between the human assessment and the machine assessment according to the type of exercise. Fig. 5 shows that the accuracy rate can reach 92.5% for FSBS.

IV. PAIN RECOGNITION

A. Method

An SVM algorithm was used to identify pain. An SVM constructs a hyperplane or a set of hyperplanes in high or infinite dimensional space, which can be used for classification or regression. Intuitively, good separation is achieved by the hyperplane that has the largest distance to the nearest training data points of any class. The model was developed with the Python library scikit-learn [13] and was trained on a set of different databases such as JAFFE [14], Tarrlab [15], and FER-2013 [16]. These databases were made up of facial expression images. A preliminary process consisted in selecting relevant pictures for the purpose of the study. Then, the images were converted into vectors of the same size (256 × 256 pixels) and in a gray scale. These images were also labeled with the correct emotion. The final training dataset was composed of 65,536 instances. Principal component analysis was applied to reduce the dimension of the problem to 150 features. The test set was built with 63 pictures extracted from 5 s videos of patients expressing pain (40 instances) and no pain (23 instances). Fig. 6 represents a sample of emotions for a determined subject.

![Sample of the tested images](image)

**B. Results**

Table I shows that the algorithm based on support vector classification has 100% accuracy to distinguish between a
participant expressing pain and no pain. Equation (3) describes the calculation of the precision (p):

\[ p = \frac{tp}{tp + fp}, \]  

where \( tp \) is the number of true positives and \( fp \) is the number of false positives. This index defines the capacity of the model to not classify as positive an instance that is negative. Equation (4) presents the calculation of the recall (r):

\[ r = \frac{tp}{tp + fn}, \]

where \( tp \) is the number of true positives and \( fn \) is the number of false negatives. This index represents the ability of the classifier to find all the positive instances. The support is the number of occurrences for each class.

**TABLE I: RESULT OF THE MAIN CLASSIFICATION METRICS**

<table>
<thead>
<tr>
<th>Emotion</th>
<th>Precision</th>
<th>Recall</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pain</td>
<td>1.00</td>
<td>1.00</td>
<td>40</td>
</tr>
<tr>
<td>No pain</td>
<td>1.00</td>
<td>1.00</td>
<td>23</td>
</tr>
<tr>
<td>Total</td>
<td>1.00</td>
<td>1.00</td>
<td>63</td>
</tr>
</tbody>
</table>

V. CONCLUSIONS AND PERSPECTIVES

This study consisted in developing an artificial intelligence module for a tele-rehabilitation platform in order to assess the quality of the movement and the level of pain during the completion of therapeutic exercises. A DTW approach was used to evaluate the motion by comparison to a reference. The experimental results show a high correlation between the assessment performed by the computer and by health professionals. Ten percent of the discrepancies between the two evaluations have both technical and human explanations. The accuracy is affected by partial occlusions of some joints inherent to the motion capture device. In addition, we observed certain inconsistencies in the judgment of the therapists, which limits the reliability of the human reference. The recognition of pain based on a machine learning algorithm (SVM) was even better, because all the emotions were correctly classified. Nevertheless, this result will need to be confirmed at a larger scale (more participants and additional emotions) and under more challenging environmental conditions (e.g., different distances from the sensor and illumination characteristics). Overall, this work shows that the selected methods (DTW and SVM) seem appropriate for a real-time assessment of gestures and pain in the case study of a web-based system for motor rehabilitation.
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