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Abstract—In this paper, we present two solutions for modeling the speed dynamics of a car, based on a linear and nonlinear model. The two models are founded on experimental data obtained from a real car. The process time constants were computed using an original algorithm. The accuracy of the two data obtained from a real car. The process time constants were computed using an original algorithm. The accuracy of the two models is proved through simulation and through the small values obtained for the considered quality indicator. The nonlinear model is proposed to improve the results obtained in the case of the linear model. Also, the model is designed considering the gear.
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I. INTRODUCTION

The main aim of the paper is to determine an appropriate model for the speed dynamics of a car [1]. In this context, we propose two mathematical models: a linear and a nonlinear model [2], [3]. Both the models are determined based on the processing of experimental data.

For acquiring data parameters from a car, we used specific serial or USB to CAN converters. The parameters from this paper were obtained using OBD2 Diagnostic Scanner, named VAG-COM 409.1., produced by the company Ross-Tech, LLC/Uwe M. Ross. For using the diagnostic scanner, an application must be installed, as well as an USB driver. In this case, the application suitable for the VAG-COM 409.1. OBD2 Diagnostic Scanner is the VCDS software that contains a user-friendly interface, where one can easily find all the car parameters in specific menus and submenus. The program options from the VCDS release 18.2.1 are presented in Fig. 1, where the OBD2 Diagnostic Scanner port can be selected.

The concept of the application is simple: all the parameters are uploaded in real time, and each of them has a checkbox. The data can be logged to a .CSV file, but only the parameters with checked checkboxes are saved. The buttons and their functions in the VCDS application are presented in Table 1. For our analysis, we need the following parameters: Engine Speed - (G28), Engine Load, Vehicle Speed, Fuel Consumption - Signal, Fuel Consumption - Equivalent, Acceleration Pedal Position - Sensor 1 (G79).

![Fig. 1. Program options from the VCDS application, release 18.2.1.](image)

<table>
<thead>
<tr>
<th>Button</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Increase the sample rate</td>
<td>Start logging data</td>
</tr>
<tr>
<td>Stop</td>
<td>Finish logging specific data</td>
</tr>
<tr>
<td>Done, Close</td>
<td>Finish logging all the data</td>
</tr>
</tbody>
</table>

The innovative character of the paper is in the fact that during the parameters acquisition, we used a car with an automatic gear box. Also, we did not use the cruise control option during the experiments. In this manner, we could measure the speed evolution, and all the interconnected parameters, without the influence of a controller.

II. THE PROPOSED CAR MOVEMENT LINEAR MODEL

In this paragraph, we present the procedure to determine a linear model for the considered process (the car movement). The proposed model is based on the acceleration pedal position $u(t)$ [%] as the main input signal in the process, and the car speed $y(t)$ [km/h] as the main output signal from the process (both $u$ and $y$ being functions depending on time $t$ independent variable). Due to the fact that the experimental datasets are available, we have applied experimental identification procedures to determine the process mathematical model.

The experiment made to obtain the experimental data can be briefly described as follows: initially, the car is positioned on an approximately flat road (the entire experiment is made on an approximately flat road), and the engine is started; the cruise control option is disconnected, and the engine runs at idling speed (also, the automatic gear box option is set during the experiment); at the moment when $t = t_0 = 0$ s, the driver pushes the acceleration pedal (practically the driver applies the input signal $u(t)$) and tries to provide a variation form for the input signal $u(t)$ as close as it is possible from the variation form of an ideal step-type signal; using the data-acquiring system presented in the first paragraph, the experimental data are obtained as value sets of the both $u(t)$...
is represented by the fact that the two acquired signals \(u(t)\) and \(y(t)\) do not respect the same sampling intervals. The solution for solving this problem is to approximate the variation forms of the two signals using Spline functions, and after that, to simulate the obtained Spline approximations on the same time interval with the same sampling time. In this paper, we have considered in modeling procedure (as case study) only the car speed increasing regime, on the domain \([0;55]\) km/h. Initially, on this speed increasing interval, 34 experimental data, for each measured signal (both \(u(t)\) and \(y(t)\)), were acquired (on the time period \([0;46.7]\) s), but as it was previously mentioned, the two resulted curves have different sampling intervals. Consequently, using the MATLAB options, for each from the two signals, a Spline approximating function is generated, and after that, the approximating functions are simulated using the same time vector \([0:0.1:46.7]\) s (the considered sampling time for both functions is \(\Delta t = 0.1\) s, resulting 468 pair of input – output experimental data). The two experimental curves, after their synchronization through the usage of the Spline functions, are presented in Fig. 2.

![Fig. 2. The experimental curves associated to the u(t) and y(t) signals.](image)

As it can be remarked from Fig. 2, the input signal could not be maintained with high accuracy very close from the ideal step type signal variation form. Consequently, the curve associated to the \(y(t)\) signal does not have the ideal form of the response of a process with the order higher than I. The initial value of the \(u(t)\) signal, before of selecting the automatic gear box option, was \(u(t) = 14.88\) %. Also, the small decrease of the \(y(t)\) signal under the value of 0 km/h, immediately after the car starting, is due to a local imperfection of the road flatness near the car initial position.

In order to apply an experimental identification procedure, the most simple approach is to use a standard variation form of the input signal. In this case, due to the fact that the driver tried to respect a step type variation form for the \(u(t)\) signal, a solution to the presented problem is to approximate the blue curve variation from Fig. 2 with a step type variation. The most probable step type input signal, which approximates the experimental input signal, is presented in Fig. 3 with blue line. Also, the experimental input signal is figured on Fig. 3 with green line. From Fig. 3, it can be remarked that the most probable step type input signal is very close as variation form from the ideal form (it has a very fast variation (faster than 1 s) from the initial value \(u_0 = 14.88\) % to the steady state value \(u_{st} = 37.41\) %). The steady state value \(u_{st}\) is computed by using the relevant section, for this regime, of the experimental curve. The relevant section is figured with red curve on Fig. 3.

![Fig. 3. The computation of the theoretical step type input signal using in the identification procedure.](image)

The relevant section of the experimental input signal, which has to be considered in order to compute the steady state value of the most probable step type input signal results by neglecting the domain associated to the first 5 s from the \(u(t)\) application (this domain being associated to the most probable step type input signal initial variation, from \(u_0\) to \(u_{st}\)), and, also, by neglecting the domain associated to the last 6 s of the \(u(t)\) variation, in which it has a consistent increasing variation (variation which implies the end of the previously set steady state regime of \(u(t)\)). Using the samples associated to the red curve from Fig. 3 and making their average, the value \(u_{st} = 37.41\) % results. Also, due to the fact that the initial value \(u_0\) has a relatively small value (it having only the purpose to maintain a small over-speed of the engine relatively to the idling speed), it is not considered in the following computations (practically, in the following computations, we have considered \(u_0 = 0\) %).

From Fig. 2, it can be remarked that the output signal (the \(y(t)\) signal) presents an inflection point, this aspect signifying that the treated technical process has the order higher than I. In this context, we propose a mathematical model of second order for the car movement, taking into account that, generally, a second order model can approximate with a relative high accuracy, a model with the order higher than II. Also, our purpose is to find the most simple form of the mathematical model, in order to use it with simplicity in more complex automatic control applications. Consequently, the transfer function of the proposed second order linear mathematical model has the following form:

\[
H_y(s) = \frac{Y(s)}{U(s)} = \frac{K_y}{T_1 \cdot T_2 \cdot s^2 + (T_1 + T_2) \cdot s + 1} \tag{1}
\]

where \(H_y(s)\) represents the model transfer function, \(Y(s)\) represents the Laplace transformation of the output signal \(y(t)\), \(U(s)\) represents the Laplace transformation of the input signal \(u(t)\). \(K_y\) is the process proportionality constant, respectively \(T_1\) and \(T_2\) (both expressed in seconds [s]) represent the process time constants. The process proportionality constant is given by the equation:

\[
K_y = \frac{y_{st} - y_0}{u_{st} - u_0} \tag{2}
\]
constant, respectively, and \( T_1 \) and \( T_2 \) (both expressed in seconds [s]) represent the process time constants. The process proportionality constant is given by the equation:

\[
K_p = \frac{y_t - y_0}{u_t - u_0},
\]

(2)

where the values \( u_0 = 0\% \) and \( u_t = 37.41\% \) were previously introduced in the paper, respectively, \( y_0 = 0 \) km/h represents the initial value of the output signal, and \( y_t = 44.04 \) km/h represents the steady-state value of the output signal. The values of \( y_0 \) and \( y_t \) result from the experimental output signal presented in Fig. 2. In the case of \( y_0 \) value, we have considered the small decrease of the output signal under the value of 0 km/h as insignificant. Also, the value of \( y_t \) is considered the last value of \( y(t) \), measured before the moment \( t = 40.6 \) s, when its value starts to increase rapidly. The values domain associated with the fast increase of the output signal from the right part of the graph is considered irrelevant for the \( K_p \) proportionality constant computation. After applying (2), the value \( K_p = 1.177 \) [km/(h\%)] is obtained.

The procedure for determining the values of the two time constants \( T_1 \) and \( T_2 \) is based on an iterative algorithm. The following are the algorithm stages:

1) Taking into account the process setting time (considered \( t_{st} = 40.6 \) s, which corresponds to the last value of \( y(t) \) considered for \( K_p \) computation), the two time constants \( T_1 \) and \( T_2 \) are initialized at the values 2 s and 6 s, respectively (these values are chosen due to the fact that their sum is 8 s, a ratio that can be frequently obtained in practice; also the initial ratio of 3 between the values of the two time constants was imposed as the initial search parameter);

2) As a quality indicator for the proposed model accuracy, the mean square error (MSE) was chosen, computed between the experimental output signal and the proposed model response obtained through its simulation [4];

3) The time constants modification step is set to value \( \Delta T = 0.1 \) s, a step considered small enough to provide a high accuracy of the determined model;

4) At each iteration, the values \( T_1 \) and \( T_2 \) increase with the value of \( \Delta T \), and after that, the proposed model is simulated at the most probable step input signal, resulting, after the simulation, in the MSE value between the experimental response and the simulated one;

5) Stage 4 is repeated, until the MSE value starts to increase from an iteration to the next one; the obtained values of the time constants, at the previous iteration, are considered to be intermediary solutions;

6) The value of \( T_1 \) obtained at 5 decreases with the value of \( \Delta T \) at each iteration, and the MSE value is tested;

7) Stage 6 is repeated, until the MSE value starts to increase from an iteration to the next one; the obtained value of \( T_1 \), at the previous iteration, is considered to be the final solution;

8) The value of \( T_2 \) is fine-tuned (with multiples of \( \Delta T \)) near the value obtained at Stage 5, until the resulting MSE has the best value that can be obtained—the value of \( T_2 \) obtained at this stage is considered the final solution.

After applying the previously presented stages, the values of \( T_1 = 5 \) s and \( T_2 = 10.5 \) s are obtained. Considering these values, and also the value determined for \( K_p \), the comparative graph between the experimental response and the model response at the most probable input step-type signal, is presented in Fig. 4. In Fig. 4, the proposed model response at the experimental input signal (from Fig. 2) is presented, too. From Fig. 4, it can be seen that the green curve is superposed over the blue curve with a higher accuracy than the red curve (more precisely, the proposed model gives better results for the most probable input step-type signal, due to the fact that it was determined using this signal).

This aspect is proved, also, by the values of the two computed errors (\( \text{MSE}_1 < \text{MSE}_2 \)): \( \text{MSE}_1 = 2.96 \) km/h (between the green and the blue curves) and \( \text{MSE}_2 = 3.34 \) km/h (between the red and the blue curves). The two errors are computed, each, on 468 pairs of samples. Considering the range of values of the output signal \( y(t) \) ([0;55] km/h), the two errors are very small, proving the high validity of the proposed linear model. However, we have considered in the two errors computation the values domain associated with the fast increase of the output signal from the right part of the graph, the fact that increases consistently their values. The main conclusion that results from Fig. 4 is that we have to adjust the proposed model time constants to minimize the error between the experimental curve and the model response at the real (experimental) input signal (to obtain a precise model in relation to the real process). Considering this conclusion, if we apply the previously presented methodology to determine the values of \( T_1 \) and \( T_2 \), but if we consider the experimental input signal in the algorithm, the values \( T_1 = 5 \) s and \( T_2 = 9 \) s are obtained. Using these values, we obtain the final form of the proposed model. In Fig. 5, the same simulations as in Fig. 4 are presented, but now they take the new values \( T_1 \) and \( T_2 \) into account.
From Fig. 5, the consistent improvement of the results, in the case when the experimental input signal is applied, can be observed. This aspect is proved, also, by the error values (computed on the 468 pairs of samples), consequently MSE$_3$ = 3.27 km/h > MSE$_4$ = 2.60 km/h (MSE$_3$ is computed between the green and the blue curves, respectively, and MSE$_4$ is computed between the red and the blue curves). The effect of the values domain associated with the fast increase of the output signal from the right part of the graph also occurs in this case.

III. THE PROPOSED CAR MOVEMENT NONLINEAR MODEL

In the previous paragraph, an accurate linear mathematical model was proposed for the car speed dynamics. In this paragraph, a nonlinear mathematical model is proposed, with the purpose to obtain an even better accuracy. A solution in this context is to consider in the model structure, the gear, signal, which is also acquired using the procedure described in the first paragraph. Practically, the gear will be the second input signal in the process, and it is notated with $u(t)$. The experimental evolutions, in relation to time (t), of the two input signals in the process, are presented in Fig. 6.

![Fig. 6. Evolutions of the two input signals, in relation to time (t).](image)

From Fig. 6, it results that the gear changes automatically (consecutively from 1 to 4) due to the maintaining of the $u(t)$ signal. Practically, the gear change depends on the engine speed (which is a measured signal, too), but in this application, the connection between the engine speed and the gear is not necessary to be made because we have an access to the data generated by the acquisition system. In future applications, in which we will implement an automatic control system [5]–[7] for the car speed control, a solution for the automatic gear selection, in relation to the engine speed, will have to be studied. Also, from Fig. 6, it can be remarked that we avoid the discontinuities due to the gear change, by using fast linear increasing variations to connect the consecutive gears. This mathematical adjustment is made to treat the process as a nonlinear one without having discontinuities, and it does not influence significantly the process work. Practically, we made the mentioned mathematical adjustment to propose a unitary nonlinear model, which is more than a viable alternative to the hybrid model.

The most simple and efficient method to introduce the effect of $u(t)$ input signal in the process mathematical model is to consider the process proportionality constant $K_i$, as a function depending on $u(t)$ ($K_i = K_i(u(t))$) signal. In this context, we define the function $u(t)$, as the following:

$$u(t) = \begin{bmatrix} g_1(t) & g_2(t) & g_3(t) & g_4(t) \end{bmatrix},$$

where the $g_{...}(t)$ functions are defined by

$$g_i(t) = \begin{cases} 0, & \text{if the gear is different than } i \\ 1, & \text{if the gear is equal to } i \end{cases},$$

and $i \in \{1; 2; 3; 4\}$.

Also, we consider the adjusted value of the process proportionality constant, being $K_i(t) = K_i(t) - 1$. The proposed solution for determining the connection between the $K_i(t)$ and $u(t)$ functions is to use a column-weighting vector, which, under the transposed form, is

$$A^T = [a_1 \ a_2 \ a_3 \ a_4].$$

where the $a_i$ coefficients, for $i \in \{1; 2; 3; 4\}$, are constant, and the notation $\tau$ signifies the transposed form of the weighting vector $A$. Consequently, the process proportionality constant is given by the $K_i(t) = K_i(t) + u(t) \cdot A$, equation, which, after making the computations, becomes

$$K_j(t) = K_{j1}(t) + a_1 \cdot g_1(t) + a_2 \cdot g_2(t) + a_3 \cdot g_3(t) + a_4 \cdot g_4(t).$$

The iterative algorithm used to determine the $a_{...}$ weighting coefficient, follows the stages:

1) All the $a_{...}$ weighting coefficients are initialized at the value 0.1.
2) The searching step for the $a_{...}$ weighting coefficients is set to $\Delta a = 0.05$.
3) The variable $j$ is initialized to the value 1.
4) At each iteration, the value of $a_j$ increases with $\Delta a$, and the proposed model is simulated at the experimental input signal, resulting in the corresponding MSE between the experimental and the simulated response.
5) Stage 4 is repeated, until the MSE value start to increase from an iteration to the next one; the obtained value of $a_j$, at the previous iteration, is considered as final solution for the weighting coefficient.
6) The variable $j$ is increased with the value 1, and stages 4 and 5, respectively, are repeated.
7) The algorithm is stopped when $j = 5$ (at this moment, the values of the weighting coefficients $a_1$, $a_2$, $a_3$, and $a_4$ are determined).

After applying the previously presented algorithm, the following values are obtained for the $a_{...}$ coefficients: $a_1 = 1; a_2 = 1.25; a_3 = 0.9$ and $a_4 = 1$. An important remark is that the commutation of the $K_i(t)$ from value to another one is made following fast linear variations compensate the fast increase of the output signal from the right part of Figs. 2, 4, and 5, the $a_i$ initially obtained form is adjusted, resulting in a variable one. The proposed form for the $a_i(t)$ coefficient, is

$$a_i(t) = a_i + (1 - \frac{T_{11}}{T_{11} - T_{22}}) \cdot e^{-\frac{T_{11}}{T_{11} - T_{22}}} \cdot \left(\frac{T_{22}}{T_{22} - T_{11}} \cdot e^{-\frac{T_{22}}{T_{22} - T_{11}}} \cdot a_i(t - \tau_1) \right),$$

where the time constants $T_{11} = 0.5$ s and $T_{22} = 0.6$ s model a
fast variation of the \( a(t) \) variable coefficient from a value to another one, respectively, and \( a(t - \tau_1) \) represents a step-type signal. The steady-state value of \( a(t - \tau_1) \) is \( a_{ss} = 0.65 \), which is iteratively determined in order to obtain the lowest value of MSE between the experimental and the simulated responses (obviously, the precision used for the value of \( a \) is 0.05). The value of the delay \( \tau_1 \) is set to 12 s, to control the commutation of \( a(t) \), only at the moment when the fast increase of the output signal occurs.

Considering the previously proposed solution, the variation, in relation to time, of the \( K_p(\mu(t)) \) process proportionality constant, is presented in Fig. 7.

Having the \( K_p(\mu(t)) \) function, the nonlinear model of the process can be simulated. The comparative graph between the experimental response of the process and the response obtained through the simulation of the proposed nonlinear model, at the experimental input signal, is presented in Fig. 8.

From Fig. 8, results a better superposition of the two responses, comparatively with the case of the linear model. This aspect is also proved with a much lower MSE value (than in the case of the linear model): \( \text{MSE}_S = 1.12 \) km/h (computed on 468 pairs of samples as well).

As a conclusion, the nonlinear model presented in this paper section is more accurate than the linear model presented in the previous paper section. However, the lower value of the MSE obtained in the case of the nonlinear model is mainly due to a better superposition of the simulated response over the experimental one, on the domain associated with the response fast increase, from the right part of Fig. 8.

IV. CONCLUSIONS

In this paper, we present two solutions for modeling of the speed dynamics of a car. In the modeling approach, only the car-speed-increasing regime, on the domain of \([0;55] \) km/h, is considered. The first proposed model is a linear one, having the advantage of a simpler usage in practice and of a simpler inclusion in an automatic control system, for the speed control. The main disadvantage of the linear model is its lower accuracy. The second proposed model is a nonlinear one, having the main advantage of a higher accuracy. The main disadvantage of the nonlinear model is a more complicated application in practice, the aspect given by a more complex implementation algorithm. The nonlinear model is also more difficult to simulate because a variation form of the car gear (in relation to time) has to be predefined for its simulation. In practice, the use of the nonlinear model has to be associated with an automatic algorithm for determining the gear, in relation to the car engine speed.

The procedures used to determine the structure parameters of both linear and nonlinear models represent original elements. Also, both models are determined by processing experimental data that were acquired using a real car.

Future research will be focused on proposing mathematical models in a speed-decreasing regime as well. Also, the proposed models will be included in automatic control structures for speed control.
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