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Abstract—This paper deals with the manner on which a cloud 

of points should be generated when measuring a part surface 

and with the processing procedures needing to be applied in 

order to characterize the geometry of addressed surface. More 

precise, an algorithm for surface geometry identification has 

been developed and implemented by MatLab applications. It 

finds the necessary number of measuring points, according to 

surface precision requirements, and their distribution, conform 

to surface functional role. Basic geometrical features of the 

surface are assessed by using the coordinates of the resulted 

cloud of points. A numerical simulation has been performed for 

sampling the algorithm application. 

 
Index Terms—Cloud of points, controlled measuring, 

identification algorithm, surface geometry features.  

 

I. INTRODUCTION 

During recent years, most of the manufacturing 

equipments became numerically controlled and suffered 

outstanding improvements. Congruent to this, the 

measurement techniques also changed, the parts measuring 

process being performed by numerical controlled measuring 

equipments (e.g. coordinates measuring machines – 

CMM-s).  

Each coordinate measuring system is based on sampling 

some points on the surface to inspect [1], the result of such a 

measurement consisting in a point cloud given through 

points’ coordinates. The measured part feature(s) result 

subsequently by various operations (partition, extraction, 

filtration, association, collection and construction) applied to 

these points and their coordinates.  

In manufacturing, dimensional inspection purpose is the 

part conformity evaluation, this meaning to assess the real 

part deviation relative to its nominal model.  The model of a 

real surface is fitted on the points from the cloud and the 

geometric deviation results as the maximum distance 

between the real and the nominal surface’s models. For 

example, a robust linear programming formulation-based 

algorithm for straightness and flatness evaluation is 

introduced in [2]. One should notice that, because only few 

points usually define the amplitude of the tolerance zone, 

these points are effectively relevant to evaluate the geometric 

deviation. 

In what concerns the dimensional inspection process, this 

has become more and more complicated. It requires solutions 

specific to every different part, regarding the inspection 
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sequence of the part features, the number of measuring points 

and their locations, the probing paths, and the avoidance of 

collision between the involved elements. The enhancement 

of this process’ performance, materialized in diminishing the 

needed time and cost, has been addressed in many researches 

(e.g. see [3]-[7]). As one can easily suppose, the 

computer-aided inspection (CAI) has emerged as one of the 

major topics of the recent research from computer-integrated 

manufacturing (CIM) [8], [9]. 

This paper presents a newly developed algorithm for 

surface geometry identification, implemented by MatLab 

applications. It finds the necessary number of measuring 

points, according to surface precision requirements, and their 

distribution, conform to surface functional role. Basic 

geometrical features of the surface are assessed by using the 

coordinates of the resulted cloud of points. The next section 

gives details of the approach underlying the identification 

algorithm, which is then presented in the third section. The 

fourth section is dedicated to a numerical simulation, while 

the last one is for conclusion. 

 

II. PROBLEM FORMULATION 

The manner of performing a dimensional inspection 

process on CMM and specific procedures for processing the 

coordinates of the points from the cloud resulted by 

measurement in order to deliver the required information 

about the targeted surface geometry are stated in a new 

generation of ISO / ANSI standards, released after 2010. 

Despite both vastness and complexity of their content, they 

still remain aspects to be added / clarified / improved inside 

the addressed area, some of them being specified below. 

 A correlation between the uncertainty of measuring 

process result, on one hand, and required accuracy of 

the inspected surface, on the other hand is necessary. 

 The dimensional inspection process planning should 

take into account the inspected surface functional 

purpose. 

 In many cases, the assessment of surface characteristic 

features, as they are defined in standards, requires an 

extended volume of (sometimes-complicated) calculus.  

By starting from these observations, the new algorithm for 

surface geometry identification, here presented, has been 

developed. It supposes integration between the measuring 

process and the measured points coordinates processing and 

the following issues characterize it: 

 The measuring points’ number is chosen after the 

required accuracy of the inspected surface. 

 The measuring points’ distribution is modified if the 

inspected surface is part of a fit. 
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 The inspected surface’s geometry is primarily identified 

by assessing three characteristic features: offset, 

inclination and shape deviation. 

 

III. IDENTIFICATION ALGORITHM 

The nominal, designed geometry of a part consists in a 

reunion of surfaces with perfect shape (plane, cylindrical, 

spherical etc.) and precise dimensions. After manufacturing, 

the real part results different, its conformity being decided by 

dimensional inspection. Although it is applicable to any 

surface shape, for a better understanding, the geometry 

identification algorithm is further detailed in the case of the 

real surface corresponding to a plane nominal surface. 

Hereby, the inspected surface will be referred to a plane, 

horizontal surface (Fig. 1). In other cases, a similar 

discussion can be done after changing the model (shape) of 

the reference surface. The identification algorithm includes 

the below presented modules: A1, A2 (if necessary) and B. 

A. Measuring Points Selection  

 

 

 

 

 

 

 

delivers some indicators reflecting goodness of fit, among 

which root-mean-square error (RMSE): 
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where kẑ  means here the value of z coordinate calculated 

in (xk, yk) point with (1), while zk is the measured value in the 

same point. A RMSE value closer to zero indicates a more 

accurate fit. By making a trade off between the number of 

measuring points and the accuracy in fitting a plane to them, 

we define the confidence index ic as: 

 

 RMSEnic  1000/                            (3) 

 

Hereby, the bigger is ic value, the higher is the confidence 

in measurement result. A number of threshold values ip can 

be adopted depending on the prescribed accuracy for the 

inspected surface. For sample, three confidence levels might 

be considered: 

 

ic < 1,  10,1ci  and ic > 10.                   (4) 

 

Regarding the network of measuring points, at this stage, it 

is as uniform as possible. The first four measuring points 

should be placed in the corners of the largest rectangle that 

can be inserted on the reference surface (Fig. 3-a), its 

dimensions L and l respecting the conditions: 

 

.,,, *NjililljL ss                    (5) 

 

The number of measuring points is gradually increased 

until reaching the targeted level of confidence, by following a 

predefined procedure, illustrated in Fig. 3. The first two 

multiplications are done in order to mesh the reference 

surface in squares of ls side (Fig. 3-b, c). The squares are then 

minced in new squares with halved side after a cycle of three 

multiplications of the measuring points (Fig. 3-d, e, f). This 

cycle repeats until the number of measuring points becomes 

sufficient. 

 
Fig. 3. Measuring points’ multiplication. 

 

The procedure for measuring points’ multiplication has 

been conceived such as the speed of points’ number relative 
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1) Measuring points number and surface fitting

The process of establishing the appropriate number of 

measuring points, according to the accuracy assigned to the 

inspected surface, has an iterative character. More precise, 

the number of measuring points n is successively increased 

until a control parameter ic reaches a threshold value ip, set 

after prescribed accuracy, according to the flowchart from 

Fig. 2.

As already mentioned, the points’ coordinates are 

measured on a CMM. A plane can be fitted to these points by 

using least squares method. If choosing MatLab soft for this 

purpose, then sftool package finds out plane equation as:

  ypxppyxfz  011000, .                  (1)

Fig. 1. Inspected versus reference surface.

Fig. 2. Establishment of measuring points’ number.

In (1), x and y mean the coordinates axis defining the 

reference plane. Besides fitting plane equation, sftool also 



  

 

 

 

 

obviously smaller than squares side ls, e.g. 4/sx ll  . 

B. Assessment of Surface Geometry Features 

Three features, namely offset, inclination and shape 

deviation [10], can primarily define inspected surface’s 

geometry, as below explained. 

 Offset means the average distance between the points 

from the cloud representing the inspected surface and the 

reference surface. It is denoted by o. 

 Inclination respect the axis of an orthogonal reference 

system xy conveniently adopted in the reference surface 

means the slope of the line fit to the points obtained by 

projecting the cloud’s points on a plane perpendicular to 

reference surface and including one of the two axis (xz or 

yz, Fig. 5). It is denoted by px, respective py. 

 Shape deviation sd is the amplitude’s maximum value 

from the Fourier transform applied to the series formed 

by z-coordinate values of the points obtained by 

projecting the cloud’s points on a plane normal to the 

reference surface (Fig. 6), after taking away both offset 

and inclination. 

Regarding features assessment, the offset is easy to 

calculate, e.g. in MatLab with mean instruction applied to 

z-coordinate values for all the points of the measured cloud. 

In what concerns the inclination evaluation, we refer to the 

case of inclination relative to x-axis, while the other case 

(inclination relative to y-axis) can be addressed similarly. 

 The cloud points are projected to xz plane (Fig. 5). 

 The resulted points are set in order after the ascending 

values of x coordinate, which form the vector Ix. Another 

vector, vx is formed by z-coordinate values of projection 

points, according to their order in Ix vector. 

 The cftool package from MatLab deliver the slope px of 

the straight line dx fitted by regression to projection 

points, using the instruction: 

 

 1,, xxx vIpolyfitp  .                         (6) 

 

In order to find the shape deviation, from the points of the 

measured cloud are subtracted offset and inclination 

determined as above. In this way results a new cloud of 

points P(x,y,z), which are projected into a plane normal to xy, 

passing by the origin and making a variable angle α0 

(between 0 and π/2) with x-axis, Fig. 6. For each projection 

point, the distance d between its vertical and the origin is 

calculated: 

 
Fig. 5. Inspected surface inclination. 
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increase varies as little as possible and, at the same time, 

remains at reasonable values.

The result of this stage consists in the coordinates of the 

points cloud corresponding to the last mesh of the reference 

surface and in the equation of the plane fitted to them.

2) Measuring points distribution

If the inspected surface must not meet any special 

requirements issuing from its functional role (is not part of a 

surfaces fit), then after executing the first module of the 

geometry identification algorithm, one may jump directly to 

the assessment of surface geometry feature (next module).

Otherwise, the points placed above the fitted plane (1) 

become more important than the other ones, because they are 

effectively characterizing the nature of the fit formed with the 

conjugated surface. Hereby, a uniform distribution of the 

measuring points is no longer suitable.

The manner of taking into account the increased relevance 

of the higher points from the inspected surface materializes in 

adding new measuring points around the highest ones (the 

peaks) from the cloud previously determined. Because in this 

way the number of measuring points might substantially 

increase, only a fraction from the highest peaks (e.g. 1/3 or 

1/4) will be considered for generating new measuring points.

Regarding new measuring points position relative to the 

peaks of the inspected surface this is presented in Fig. 4. 

There are three possibilities: the peak is in the interior of the 

mesh (Fig. 4-a, b, c), in a corner (Fig. 4-d, e, f) or on one side 

(Fig. 4-g, h, i).

One should notice that, depending on the stage of the 

measuring points’ multiplication when the confidence level 

was reached (see subsection A-1), the mesh corresponding to 

the points cloud in its final structure may have three different 

aspects (as depicted in Fig. 3. d, e or f).

Fig. 4. Position of measuring points added to the initial cloud.

The magnitude of lx parameter, giving the distance 

between the peak and the new added measuring points is



  

 
Fig. 6. Shape deviation assessment. 

 

    xyyxd /arctancos 0

2/122   .             (7) 

 

A series is formed by stringing after d increasing values 

the corresponding z-coordinate values. A discrete Fourier 

transform is applied to resulted series – fft command, the 

amplitude’s maximum value being recorded. The maximum 

value of the maximum amplitude, when α0 is varying as 

above-mentioned, means the shape deviation sd of the 

corresponding surface. We should notice that sd feature can 

be calculated only if the number of points from the measured 

cloud is high enough. 

 

IV. NUMERICAL SIMULATION 

We further present a numerical simulation developed in 

order to prove the feasibility of the above presented 

algorithm for surface geometry identification. First, a “real” 

surface having as reference a horizontal plane (a rectangle) 

will be generated as a cloud of points. The rectangle is 

covered by an uniform squared grid, its generic point position 

being defined by a couple (i, j), the variables i and j meaning 

the number of the line (parallel to x-axis) and of the column 

(parallel to y-axis), respectively. The conversion between (i, j) 

and (x, y) is immediate, the grid side length being of 0.1 mm. 

The z-coordinate of the point on the “real” surface 

corresponding to the generic point, zij has been adopted as:  
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where z0 means an offset-type deviation, in the origin of the 

coordinates system (i = 1, j = 1). Second and third terms give 

to surface an inclination relative to x and y-axis respectively, 

proportional to the values of pi and pj parameters. Fourth and 

fifth term give a composed waviness of the surface, while the 

last, εij, is a random variable simulating the surface 

roughness. 

Dedicated MatLab applications have been developed in 

order to perform each module of the identification algorithm. 

The first one successively multiplies the number of 

measuring points n, according to the procedure illustrated in 

Fig. 3 (starting from 4 points in corners) and in every case 

assesses the corresponding confidence index ic. If the input 

values in (8) are h0 = 0.12 mm, pi = -0.001 mm, pj = -0.0005 

mm,  

Ai = 0.02 mm, Aj = 0.01 mm, φi = π/10 rad and φi = π/10 rad, 

then the confidence index values depending on the number of 

measuring points are presented in Table I and Fig. 7. 

Another application has been conceived for implementing 

the second module of the identification algorithm. It detects 

the highest points from the inspected surface and multiplies 

the number of measuring points around these peaks, 

according to the procedure presented in Fig. 4. There are two 

levels of multiplication. Let us suppose that the cloud of 

points measured during module A1 has 12 points (Fig. 8-a). 

At the first level, the highest 3 points (1/4 from 12) are 

selected and new measuring points are added (Fig. 8-b). At 

the second level, the new highest 6 points (1/4 from 24) are 

retained and new measuring points are added (Fig. 8-c). 

 
TABLE I: THE CONFIDENCE INDEX VALUES 

n 4 8 12 18 26 35 59 87 117 

ic 1.05 1.29 2.07 2.56 4.02 5.22 4.62 7.39 9.85 
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Fig. 7. Confidence index versus measuring points number. 

 

 
(a) 

 
(b) 

 
(c) 

Fig. 8. Multiplication of measuring points near the inspected surface peaks. 
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A third application has been designed in order to assess the 

geometry features values for the simulated surface, according 

to the procedures presented when introducing the third 

module of the identification algorithm (section III B). The 

results obtained by successively running this application in 

four cases are presented in Table II. First time the measured 

cloud included 12 points (ic = 2.07), then 35 points (ic = 5.22), 

117 points (ic = 9.85) and finally 14241 points (the maximum 

 
TABLE II: THE VALUES OF ASSESSED FEATURES  

ic o [mm] px [mm] py [mm] 

2.07 0.1465 -0.0093 -0.0035 

5.22 0.1447 -0.0106 -0.0043 

9.85 0.1368 -0.0103 -0.0047 

max 0.1343 -0.0109 -0.0051 

 

The shape deviation value has been determined only for 

the maximum number of points, resulting sd = 0.0145 mm. 

The offset values calculated in the three cases presented in 

Fig. 8 are o1 = 0.1465 mm (“uniform” cloud formed by 12 

points), o2 = 0.1683 mm (after the first multiplication of 

measuring points) respective o3 = 0.1885 mm (after the 

second multiplication). 

If analyzing the numerical results of the simulation, the 

following remarks arise: 

 The confidence index is consistently defined and it can 

be a very useful criterion in establishing the measuring 

points’ number relative to the required accuracy of the 

inspected surface. We estimate that ic = 5 should 

correspond to ISO precision class 7. 

 The suggested modification of measuring points’ 

distribution when the inspected surface forms a fit with 

a conjugated surface is effective. Offset value increase 

after multiplying the measuring points around 

inspected surface’s peaks gives more realistic 

information about the clearance / allowance in the 

considered fit. 

 The proposed features quickly offer basic information 

about the inspected surface’s geometry and the 

methodology for assessing these features is effective. 

 The assessed values of the features characterizing the 

inspected surface’s geometry are convergent to the real 

values when the measurement confidence index 

increases (see Table II). 

 

V. CONCLUSION 

This paper presents a new algorithm for surface geometry 

identification. It can be used for online controlling the 

dimensional inspection of the machined surfaces on CMM. 

By imposing a threshold value for the confidence index (a 

newly defined indicator), depending on the required accuracy 

of the inspected surface, the number of measuring points is 

automatically found. If the inspected surface is part of a fit, 

an optimized distribution of the measuring points is adopted 

aiming to obtain a better evaluation of the fit nature. The 

features suggested to assess the inspected surface geometry 

image are intuitive and easy to use in establishing the 

conformity to required geometry. The proposed algorithm 

has been tested on diverse simulated geometries of inspected 

surface and the obtained results are encouraging for 

extending its future application. 
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