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Abstract—With the popular application of physics-based simulation in virtual reality, real-time simulation and rendering of dynamic fluids have always been the pursuit for virtual reality research. In this paper, we propose an efficient algorithm for Smoothed Particle Hydrodynamics (SPH) particle neighbor searching and rendering by taking advantage of Graphics Processing Unit (GPU) parallelization. In our method, all particles and its neighbors will be collected together and no need to search its neighboring grid actually. Thus, it does not require memory to store the start index of each grid and it can effectively solve the computational issue in inactive areas of a scene. Further, we reconstruct the fluid surfaces by the Screen Space Fluid Rendering (SSFR) method, and improve the refraction effect in real-time. The results are analyzed and discussed to show the efficiency of the scheme. Both simulation and rendering of 3D liquid computing are able to produce faster performance for realistic virtual environments.

Index Terms—Smoothed particle hydrodynamics, particle neighbor searching, screen space fluid rendering, unlimited scene, fluid refraction.

I. INTRODUCTION

Various physics-based simulation techniques have been introduced for reality simulation, but at the cost of more intensive computation in the simulation and rendering as the pursuit of realistic details and artistic quality become more demanding. With the increasing performance of hardware, the physics simulation can better approximate nature, for example representing water, waves, fire and gas. Physically plausible dynamic fluids simulation continues to be a hot research topic in Computational Fluid Dynamics (CFD).

Most of the work is implemented by Smoothed Particle Hydrodynamics (SPH) [1] particle systems, a Lagrangian approach that is relatively new for simulating fluids. The fluid behavior in such an approach system will be represented by a set of independent particle motions. Compared with other physics-based simulation methods, SPH shows a greater capability for showing detail.

Unlike an Eulerian approach, SPH does not require the solving of the Poisson equations, but the methods of particle searching and visualization have to be considered. Since the SPH method needs a large number of particles for fine-detail fluids, the computational burden is quite high when we need high-resolution flows or large scenes in real-time. In order to accelerate the computation with a large particle set, researchers have proposed various methods to improve this performance. However, the limitation is the huge gap between the running particles and the computing units. The NVIDIA Compute Unified Device Architecture (CUDA) allows the programming to make use of multi-thread technology but we can only execute several thousands of particles at one time, the other particles having to wait in the execution queue. The current parallel computing approach is logically parallel and we need thousands of computation runs to finish one simulation step. Traditionally, an SPH particle only has to interact with all of its neighbors, but animating particles should take about $O(n^2)$ time for interaction forces, and then integrate the equations of motion for each particle to obtain its density, velocity and position. Thus, a faster particle neighbor searching and collection method can speed up the whole simulation process.

Furthermore, how to render these SPH particles as the liquid surface is another task in virtual reality. Since each particle position is discrete and the number of particles used for fluid motion description is finite, it is quite difficult to extract a surface for rendering. In early years, the Marching Cube [2] method is widely used for fluid iso-surface reconstruction. Following that, relaxation and optimization operations can be applied to the entire mesh to increase the smoothness of the surface, which is both computational and memory intensive. Actually, the Marching Cube method is very time-consuming, poor for presenting detail and the primitive size of surface extraction is dynamic and unpredictable. Currently, the screen space surface construction has been used for real-time rendering [3]. This method is a screen-view dependent GPU rendering method where the view is discretized using an adaptively sampled perspective condition, and there is no need to consider how many particles are visible to the current view. Therefore, it is suitable to apply our method in an unlimited scene (scene is constructed without grids).

In this paper, we focus on a Lagrangian approach, mesh-less particle-based simulation of viscous fluids using SPH [4] and SSFR [3] for the fluid rendering. Since the SPH and SSFR can strongly affect further calculations of fluid dynamics, so they become usually the bottleneck of the overall animation. The improved approaches for real-time fluid simulation and rendering that are proposed are based on the Graphics Processing Unit (GPU) to further speed up the performance of the fluid animation.

The main contributions of the work are summarized as follows:

- We have extended the particle neighbor searching method [5] for unlimited scene. This algorithm can effectively solve the computational issue in inactive areas of a scene.
• We have improved the refraction effect during SSFR [3]. The result is calculated from the current frame (color buffer) without provided depth buffer.
• A framework for SPH and fluid rendering for real-time simulation is developed to be fully parallel and can be implemented on the newest GPU.

The rest of the paper is organized as follows. Section II discusses the related work in SPH acceleration and rendering result. Section III gives the details of the proposed neighbor searching. Following this, the proposed algorithms for screen space fluid refraction are presented in Section IV. We then have the experimental results and discussions with other references in Section V, and finally Section VI concludes the paper.

II. RELATED WORKS

Physics-based fluid simulation is developed according to the Navier-Stokes equations. There are mainly two approaches that are Eulerian (grid-based) method and Lagrangian (particle-based) method in CFD. With the development of computing power, Stam had presented the flow in 3D [6], and the complex behavior was successfully simulated in real time. An adaptive sampling method was proposed based on Eulerain (grid-based) method to solve the advection effect and improve the computational performance. Recently, the liquid simulation has become widely known in computer animation. SPH was introduced into the Lagrangian (particle-based) approach by Monaghan [7] and in this approach fluids properties are stored in particles and the evaluation is solved through tracking the current particle motion. Thus, many researchers focus on solving the Navier-Stokes equations that govern the motion of fluids for animation.

A. Smoothed Particle Hydrodynamics Simulation

With the computational power available increasing, SPH could possibly be deployed in real-time liquid animation. SPH is already one of the most widely used methods for liquid simulation because of its flexibility to simulate the dynamic behaviors of the fluid such as splash in [8], however it is computationally intensive. Since Müller, Charypar and Gross [4] first introduced the SPH kernel function in liquid animation, there have been many methods proposed to improve the performance including adaptive sampling [9][10] and predictive-corrective pressure computation [11]. In [12], the fluid simulation by SPH was implemented on a GPU, but the neighbor particle searching was still computed in a time consuming manner. Later, many GPU-based methods for the neighbor particle searching was still computed in a time-consuming manner. Later, many GPU-based methods [15][16] are also introduced for fast rendering. For high-quality fluid rendering in [17], Dyken, Ziegler, Theobalt and Seidel proposed an ideal tool for high-resolution rendering. But with more and smaller cubes, more computing resource is needed and the particle is still trapped in a defined container. In recent years, van der Laan, Green and Sainz proposed a screen space for real-time fluid rendering [3], in which the fluid property will be projected into screen space and be analyzed as a 2D case. It makes the surface extraction more explicit, which greatly reduced the geometric considerations. But this method may lose the 3D info during the projective operation, and some issues can be exposed in an illuminated scene (such as light reflections and refraction effects). In our paper, the refraction color is captured form the screen space frame buffer (not cube mapping). The advantage of our algorithm is that the refraction result can consider the non-background objects without using dynamic cube mapping.

III. PARTICLE NEIGHBOR SEARCHING IN UNLIMITED SCENE

The main advantage of SPH is that each particle only affects its neighboring particles. Thus, the SPH method can reduce the scaling problem of the partial differential equations, but with the disadvantage of the computational intensity of SPH, making it challenging to be used for real-time applications.

A. Fluid Simulation by SPH Method

In the SPH method, the fluid is represented by a finite number of sampled particles, and the properties will be expressed by these particles. The attributes of particle can be described by the kernel function as follows:

$$A_i = \sum_j A_j \frac{m_j}{\rho_j} \delta\left(\|\vec{r}_i - \vec{r}_j\|_h\right)$$  

(1)

where $A_i$ is the attribute of particle $i$ (mass and density), $\vec{r}$ is the current position, $j$ indicates the index of all the neighboring particles within the support domain $h$ of particle $i$, and $\delta\left(\|\vec{r}_i - \vec{r}_j\|_h\right)$ is the smoothing kernel for the fluid simulator. The support domain $h$ is a spherical space with an effective radius of the smoothing length. Commonly, these kernel functions have a “bell curve” shape and multiple
kernels offer better results in liquid simulation. Similarly, the Gradient and Laplacian of the smoothed properties functions $A$ are computed by using the Gradient and Laplacian of $\phi$, respectively. Generally, the density is used for computing $\rho$ as expressed by (2):

$$\rho_i = \sum m_j \omega g \left| \mathbf{r}_i - \mathbf{r}_j \right| h \right)$$ (2)

For the pressure term that is used in the internal force computations, we employ the ideal gas state equation [1]. Further, the internal pressure and viscosity forces computing can be obtained by the set of kernel functions that was proposed by [4] as (3) and (4).

$$\mathbf{\tilde{r}}_{\text{pressure}} = -\sum_j m_j \frac{p_i + p_j}{2 \rho_j} \nabla \omega g \left| \mathbf{r}_i - \mathbf{r}_j \right| h \right)$$ (3)

$$\mathbf{\tilde{r}}_{\text{viscosity}} = \rho \sum_j m_j \frac{\mathbf{\tilde{v}}_j - \mathbf{\tilde{v}}_i}{\rho_j} \nabla^2 \omega g \left| \mathbf{r}_i - \mathbf{r}_j \right| h \right)$$ (4)

### B. Particle-Cell Relation Table Construction

Our simulation has extended the approach proposed in [5]. Similarly to the earlier work, the scene space is discretized into a virtual uniform indexing grid in the X, Y and Z-axes with the cell size always being equal to the SPH support domain $h$. Then all of the uniform grid will be employed for convenient particle storage and neighbor searching. This comes from the observation that one particle’s neighbors must reside in its 27 surrounding grid cells in 3D. However, different from others, we do not map these $(X,Y,Z)$ to one index (e.g. Hash result or Z-indexing technique [18]). The reason is that the minimum and maximum number of cells are no longer in our proposed approach, thus mapping could not provide the definitive value as a hash code for the hash operation.

![Fig. 1. A uniform grids subdivide the simulation space into a grid of uniformly sized (same as the smoothing kernel domain $h$) cells.](image)

As shown in Fig. 1 for a 2D representation, every cell size is the same as the smoothing kernel domain $h$. Each particle only needs to query 9 cells for potential neighbor searching. It must provide the Start and Number to specify the first index and particle number where the specific cell starts and how many particles there are in the sorted table. In our proposal, a Particle-Cell relation table is also involved in particle searching. We use $(X,Y)$ instead of a single value, and store the particle information after each simulation step. Then we sort the array according to their $(X,Y)$ in lexicographical order. Since CUDA does not provide the lexicographical sorting, we have to implement the pseudocode for sorting in CUDA (see Fig. 2).

![Fig. 2. Compare two integer-vector A and B.](image)

### C. Particle Neighbor Searching and Collection

Although the uniform grid method can improve the neighbor searching performance, it needs to create an additional table to store the Particle-Cell related Start index and these indexes must be positive values. The reason is that each particle must prepare which 9 (in 2D, 27 in 3D) indices will start to be searched, and these searching regions are dynamic so we need to update them in each simulation loop. In order to reduce this additional work, we propose the relation table to store more information. Since each particle will become a potential neighbor for its 9 surrounding grid cells in 2D, we require 9 (2D case, 27 in 3D) more elements to present the Particle-Cell relation.

Fig. 3 shows the Particle-Cell relation table of particle 0 to 2 corresponding to Fig. 1. This related table has collected the potential particles together, and then each particle can exactly find its neighbor in a region. There is no need to create an additional table to store the Particle-Cell related Start index, and each particle can store the searching Start index itself. Further, the cell index $(X,Y,Z)$ allows negative values that can be obtained by the current position as:

$$(X,Y,Z) = \text{floor} \left( \frac{\text{Position}}{h} \right)$$ (5)

where $h$ is the smoothing kernel domain. After the floor operation in (5), $(X,Y,Z)$ will be converted to integer values and stored in the Particle-Cell relation table with a particle index (see Fig. 3a). We then sort these elements based on the cell index using Fig. 2, a parallel radix sorting algorithm, and the sorting performance...
is $O(n \log n)$ (see Fig. 3b). Then we should prepare the Start and Number for searching operation (see Fig. 3c). Finally, every particle and its potential neighbor will have been collected in the same region, thus there is only one loop searching operation and we know exactly how many particles should be queried in our method. This makes it suitable for parallel programming design and implementation. It should be noted that there is no concern on particle position, so that a particle can move to anywhere without container constraints in our method.

### IV. FLUID SURFACE RENDERING

In screen space rendering, the scene effect can be achieved as an image effect by 2D algorithms (e.g. edge detection and ambient occlusion [19], [20]). This fact can reduce greatly the time needed for computation, and will also make it predictable and more suitable for real-time simulation. With fluid rendering, since the topology of the fluid surface is dynamic, the surface construction is a heavy load for traditional 3D methods, thus we prefer to use SSFR [3] for fluid rendering.

#### A. Screen Space Fluid Rendering

All SPH particles have been updated after each simulation loop. They will be rendered in any order and projected to 2D screen coordinates, in which particle size usually depends on current density. The basic steps of the SSFR method are listed as follows:

1. the method in [21].
2. The resulting depth buffer and thickness is written to two render targets.
3. Use two-pass bilateral filter to blur depth buffer and thickness.
4. Generate a dynamic noise map on the surface depth then also blur it.
5. According to these blurred depth buffer values, find the surface positions of each pixel, and then calculate a normal map for the scene in view coordinates.
6. Apply the noise and bump mapping for normal recalculation and lighting result.
7. Calculate thickness using the opacity of the additive blend result, and then calculate absorption for color, and thickness for opacity.
8. Use additive blending to render the whole scene so we can obtain some measurement of lighting results including reflection, refraction and Fresnel [22] effect.

In step 8, the whole scene means the non-fluid rendered result (such as ground floor and background objects). They should be rendered before the SSFR, and then can be used as a scene (2D) texture in the final step.

#### B. Screen Space Fluid Refraction

Commonly, we can use the refracted vector in a fragment shader to access a dynamic cube mapping [23] to determine the surface color for a transparent object. A built-in function for refraction vector calculation is provided in shading language as:

$$R_{\text{refracted}} = \text{refract}(I, N, \frac{n_1}{n_2})$$  \hspace{1cm} (6)

where $I$ is a given incident vector, fluid surface normal $N$ and ratio of indices of refraction for two materials $n_1/n_2$, and applies Snell’s Law to compute the refracted vector $R_{\text{refracted}}$.

However, this method requires pre-rendering the scene (with different orientations of the camera) six more times. In the work in [3], the whole scene is pre-rendered once and the refraction result is obtained as Fig. 4.

As shown in Fig. 4, $N_{\text{view}}$ is the surface normal in view coordinates, $P_{\text{view}}$ is the vector from original to surface
position in view coordinates. The Fig. 4 does not consider the ratio of indices, thus causing an unnatural rendering effect when the thickness is large (see Fig. 6). In order to solve this problem, we combine the refract function in (6) with both refractive indices as an approximation (see Fig. 5).

![Image](78x567 to 260x710)

**Fig. 5.** Improve background image refracted.

(a) SSFR background image refracted, $t=10$s.

(b) SSFR background image refracted, $t=15$s.

**Fig. 6.** Screen space refraction effect calculated by SSFR.

(a) Improved background image refracted, $t=15$s.

(b) Improved background image refracted, $t=15$s.

**Fig. 7.** Improved screen space refraction effect (with better scene depth) calculated by our method.

### V. EXPERIMENTAL RESULTS

We have developed and tested both SPH simulation and SSFR rendering on a Windows 7 64-bit machine with the following hardware and software configuration: Intel(R) Xeon(R) CPU X5647@2.93GHz, 12.0GB memory and NVIDIA Quadro 6000, CUDA 7.0, OpenGL 4.5 and GLSL 4.5.

To test the visual quality of our method, we compare the refractive results of the same frame with and without our proposed algorithm. We can see that there is obvious visual difference between the SSFR [3] and our optimized method (see Fig. 6 and 7). When the fluid thickness becomes larger, the result will be strange with noise artifacts in the traditional method. With our method, we can see that the visual quality is natural and realistic.

### TABLE I: TIME-CONSUMING FOR INDICES SORTING AND SPH COMPUTATION FOR ONE TIME-STEP INCLUDING THE RENDERING (IN MILLISECONDS)

<table>
<thead>
<tr>
<th>Particle numbers</th>
<th>Sorting (ms)</th>
<th>SPH (ms)</th>
<th>Overall (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>32,768</td>
<td>0.23</td>
<td>17.29</td>
<td>17.52</td>
</tr>
<tr>
<td>40,960</td>
<td>2.93</td>
<td>22.81</td>
<td>25.74</td>
</tr>
<tr>
<td>49,152</td>
<td>5.69</td>
<td>26.17</td>
<td>31.86</td>
</tr>
<tr>
<td>57,244</td>
<td>8.72</td>
<td>29.84</td>
<td>38.56</td>
</tr>
<tr>
<td>65,356</td>
<td>10.07</td>
<td>33.28</td>
<td>43.35</td>
</tr>
<tr>
<td>73,728</td>
<td>12.79</td>
<td>58.74</td>
<td>71.53</td>
</tr>
<tr>
<td>81,920</td>
<td>14.38</td>
<td>41.94</td>
<td>56.32</td>
</tr>
<tr>
<td>90,112</td>
<td>15.41</td>
<td>46.99</td>
<td>62.40</td>
</tr>
<tr>
<td>98,304</td>
<td>16.34</td>
<td>51.19</td>
<td>67.53</td>
</tr>
<tr>
<td>106,496</td>
<td>16.74</td>
<td>54.19</td>
<td>70.93</td>
</tr>
</tbody>
</table>

To test the performance in SPH simulations, we implemented the method and measured the computation times. Table I shows the results and the time-consuming for sorting indices and SPH computation. We also compare our method with those in [18] and [5]. The testing results are shown in Fig. 8 with the same simulation material setting. Our method can lead to speed improvements from 10% to 20%. The reason for the improved performance is that there is no longer the need to use grid cells handling, making it suitable for parallel design and computing. This indicates that they are memory bound, which is expected given that their main feature is to reorder memory structures based on the cell index which is very fast to compute. For the force calculation procedure the speedup is considerably closer to the optimal speedup, indicating that the corresponding kernel functions are compute-bound as we expected.

![Image](332x151 to 521x311)

**Fig. 8.** Comparison of the simulation speed in FPS.

### VI. CONCLUSION

In this paper, we focus on the parallel-optimization, simulation and rendering of SPH fluids for an unlimited scene. A new cell index storage and sorting method are presented to remove the constraints on the containers...
condition. The performance of fluid computation is not obviously affected. With the fast screen render technique, we improved the refraction effect without increased workload. Hence, our proposed approach can easily be used for related development and our future work focuses on reducing the pre-render workload, which may involve looking at using an implicit formulation of the integration scheme, as this will be more stable and require fewer time-steps and thus improve performance.
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