Abstract—This research aims at investigating performance of the ensemble learning method. The ensemble learning brings together various weak learners to create strong learners. Based on this ensemble learning idea, we develop a model for an efficient smoke detection tool. The three schemes of ensemble learning are investigated including bagging, boosting, and stacking. The bagging ensemble algorithm studied in this research is Random Forest and the boosting algorithm is AdaBoost. The stacking ensemble adopts three algorithms, that are Random Forest, AdaBoost, and Logistic Regression. The other learning algorithms adopted for performance comparison include Support Vector Machine, Naïve Bayes, and Decision Tree. The smoke detection data contain 62,630 records and 15 features. The dataset has been separated into training set and test set with a ratio of 75:25. The experimental results reveal that AdaBoost outperforms other learning algorithms when applied to the specific smoke detection application domain.
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I. INTRODUCTION

The importance of technology in modern life is on the rise. Whether it is a convenience issue or even storage, it was designed to record diverse information in digital files when technology started to play a role in helping to preserve information from the past that had to be transcribed, written, or recorded on paper, even an information storage database system. When having convenient access to information, data analysis is now quicker and easier than it was in the past. One of the common approaches is to choose to examine data using computer techniques. By building a model for prediction, data classification techniques are also mentioned. Such approaches outcomes are categorized as one of the machine learning disciplines, which is a common practice today.

Computerized data analysis has span over various domains whether it is a company that makes use of customer predictions for purchases, or the branch of medicine that forecasts a patient's illness [1]. Furthermore, specialized data can also be subjected to classification procedures. In this study, we use a smoke detection data classification strategy to develop a prediction model with ensemble technique. Our purpose is that if data on smoke detection can be used to develop a reliable model, better forecast outcomes will enable the prevention or mitigation of fire damage. Since the objective is to create an AI-based smoke detector gadget, IOT devices are used to collect data [5]. To guarantee a good dataset for training, a variety of habitats and fire sources must be sampled. This study also uses these data in the experiment. According to research on smoke detection data, numerous operations include image processing to identify forest fires [6] are applied.

In this research, the model has been built using the ensemble learning technique, and then evaluate its performance by contrasting it with other modeling schemes. Random Forest, AdaBoost, and Logistic Regression are used in ensemble learning for comparison. The other three learning schemes applied for the comparison purpose including the C-SVC algorithm (the type of support vector machine), the Naïve Bayes algorithm which is the probabilistic classifier, and Decision Tree algorithm to be applied as a representative of weak learner type. Comparison by type is summarized in the Table I. Model performance is to be compared based on the four-measurement metrics: accuracy, precision, recall, and F1 score. We investigate modeling performance using ensemble learning, SVM, and Naïve Bayes because they are often used in many research such as detecting fake hotel reviews [3] or wind speed classification [4].

For the purpose of modeling the data and testing the model performance, the data are split into two subsets: training data and test data. The train-test evaluation method had been widely used in several studies and those researchers divided data into many ratios such as 70:30, 75:25, and 80:20 [2]. Based on our large data size, this study will make the train-test data ratio to be 75:25.

<table>
<thead>
<tr>
<th>Type</th>
<th>Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ensemble Learning - Bagging</td>
<td>Random Forest</td>
</tr>
<tr>
<td>Ensemble Learning - Boosting</td>
<td>AdaBoost</td>
</tr>
<tr>
<td>Ensemble Learning - Stacking</td>
<td>Random Forest, AdaBoost, Logistic Regression</td>
</tr>
<tr>
<td>Weak Learner</td>
<td>Decision Tree</td>
</tr>
<tr>
<td>Support Vector Machines</td>
<td>C-Support Vector Classification</td>
</tr>
<tr>
<td>Probabilistic Classifiers</td>
<td>Naïve Bayes</td>
</tr>
</tbody>
</table>

II. THEORY

A. Ensemble Learning

Ensemble learning is one of the machine learning strategies that focuses on enhancing the performance of the model by including many weak learners in order to get better outcomes. The strong learner model is another name for it. Three methods of ensemble learning [7] can be categorized: bagging, boosting, and stacking.
B. Bagging

Bootstrap aggregating, often known as bagging, is a method that enables the segmentation of unstable processes [8] to produce ensemble learning models that are resilient to data volatility. By utilizing weak learners to model each component in numerous portions, this procedure can run at the same time in a parallel manner. The final result can be obtained from the average of the numerical data. Random Forest is a well-known and widely used algorithm [9]. Additionally, Preimage learning employs this technique [10].

C. Boosting

Boosting is the ensemble learning method that combines several learners and processes sequentially. At first, all the data were extracted to build a flimsy learner model. Then, continue creating a weak learner model by adding the incorrect component to improve the data. The process continues until the outcome bias is decreased [11]. AdaBoost is a well-known algorithm in this boosting ensemble category and it is successfully applied in many application domains [12]. Ensemble learning is built on the concept of the weak learner using a decision tree because the vulnerability of the tree can be thoroughly controlled. The decision tree algorithm is typically selected, or even the way the tree is arranged with only one node. Tree growing is based on the choices using only one factor providing decision-related information in a binary classification. Decision tree stump refers to this classification [13].

D. Stacking

Stacking technique includes several models and algorithms. This extends beyond bagging and boosting [14]. The stacking scheme can combine models from several schemes such as AdaBoost, Random Forest, and Logistic regression, all at once.

E. Evaluation

Common measurement for assessing classification models is accuracy. Accuracy is the percentage of correct predictions per overall predictions and it can be computed as in Eq. (1) when the meaning of each acronym is summarized in Table II.

\[
Accuracy = \frac{TP+TN}{TP+TN+FP+FN}
\]  

(1)

When evaluating the effectiveness of a machine learning model, precision is a critical feature to consider. It is described as the ratio of true positive results to all positive forecasts, including accurate markers and false positives, as in Eq. (2).

\[
Precision = \frac{TP}{TP+FP}
\]  

(2)

Another important indicator of an efficient machine learning model is recall. It allows to compare the number of accurate items found to the number of actual items. Recall has the computation as shown in (3).

\[
Recall = \frac{TP}{TP+FN}
\]  

(3)

A powerful metric for evaluating overall performance of a model is the F1 score, or the F-measure. Precision and recall are two metrics that are combined in F1 score and its formula is as in Eq. (4).

\[
F1Score = \frac{2TP}{2TP+FP+FN}
\]  

(4)

By evaluating the model’s output with the actual result from the test data, efficiency calculations may be made. This technique is categorized as a confusion matrix [15] and it is used to contrast performance indicators like those in Table II.

<table>
<thead>
<tr>
<th>Actual</th>
<th>Predict</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>True Positive (TP)</td>
</tr>
<tr>
<td>Negative</td>
<td>False Positive (FP)</td>
</tr>
</tbody>
</table>

where

TP is the amount of data that the model predicts to be positive and the actual data are positive,

TN is the number of data that the model predicts to be negative, and the actual data are negative,

FP is the number of data that the model predicts to be positive, but the actual data are negative,

FN is the number of data that the model predicts to be negative, but the actual data are positive.

III. SMOKE DETECTION DATASET

Smoke detectors provide statistics on the detection of smoke. One of the things that can save lives is a smoke detector. For instance, from 1982 to 2012, the number of fire casualties in France decreased by more than 48%, while from 1982 to 2013, the number decreased by 56% in the UK. The majority of these are connected to smoke alarms and stricter fire safety standards. Smoke detectors are installed in 96% of American households, or around 20% of all homes [16]. Smoke detectors do not work when they are off. According to predictions, the number of US residential fire deaths might be cut by 36% if every home had a functional smoke detector, saving up to 1100 lives annually [17]. False fire alarms started to be a concern [18]. False fire alarms kept popping up more frequently. It poses a significant issue for firemen. Smoke detection dataset contains 62,630 records and 15 features. The description of data is summarized in the Table III.

<table>
<thead>
<tr>
<th>Feature Name</th>
<th>Data Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Timestamp (UTC)</td>
<td>Time</td>
</tr>
<tr>
<td>Air temperature</td>
<td>Numeric</td>
</tr>
<tr>
<td>Air humidity</td>
<td>Numeric</td>
</tr>
<tr>
<td>Total volatile organic compounds</td>
<td>Numeric</td>
</tr>
<tr>
<td>Equivalent CO2 concentration</td>
<td>Numeric</td>
</tr>
<tr>
<td>Coarse molecular hydrogen (generated H2)</td>
<td>Numeric</td>
</tr>
<tr>
<td>Raw ethanol</td>
<td>Numeric</td>
</tr>
<tr>
<td>Air pressure</td>
<td>Numeric</td>
</tr>
</tbody>
</table>
IV. CONCEPTUAL DESIGN

The study of ensemble learning is the main topic of this research. The research procedure can be broken down into three stages: data preparation, which involves splitting the data into two subsets for training and testing; model creation; and model evaluation. The conceptual design is depicted in Fig. 1.

This study uses 6 algorithms (3 ensemble learning schemes and other 3 learning algorithms) to develop models for smoke detection. The bagging technique uses Random Forest algorithm, and boosting technique uses AdaBoost algorithm. Stacking technique combines the algorithms AdaBoost, Random Forest, and Logistic Regression.

Additional results are shown in Table IV.

Consider from the accuracy performance, the best model is the one created with the algorithm AdaBoost (accuracy = 98.85%), which is the algorithm in the category of boosting ensemble. In terms of precision, the model with the best performance in this aspect is the model created by a combination of the three algorithms using a stacking ensemble scheme. Stacking technique combines three base algorithms that are Random Forest, AdaBoost and Logistic Regression. This learning scheme obtains the precision at 100%, which is as high as the C-Support Vector Classification. When comparing recall value, the Weak Learner (Decision Tree) has the highest value (recall=100%).

VI. CONCLUSION

The purpose of this research is to study the model building to predict the smoke detection efficiency by evaluating the performance based on the four measurement metrics: accuracy, precision, recall, and F1 score. The models are created from several learning schemes including ensemble with bagging, ensemble with boosting, ensemble with stacking, weak learner using decision tree stump, probabilistic learner using naive Bayes, and support vector machine. From the experimental results boosting ensemble technique with the AdaBoost algorithm yields the best performance in terms of F1 score. Although the accuracy and recall of the boosting technique is not the highest value, but the F value, which is a measure of performance obtained by averaging accuracy and the commemorative value gives the highest value. Therefore, it can be concluded that for the smoke detection data, a boosting technique can be used to create the predictive model.

For limitation about this study, the best result claim only the smoke detection dataset.
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