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Abstract—One of the major expenses about creating and developing a software, is the testing expenses; of which, one of the most important methods is the Mutation Testing. In this method, several versions of the original program including various errors are created and using the appropriate test samples, it’s tried to discover the mistaken versions. The more proper the program and samples, the more number of mistaken versions will be discovered. In order to simulate this method, we need to design a system that executes the test data samples on many mistaken version and then through comparing these results with the main program, discover the versions with error. This method naturally has high calculative and operational costs. The cost includes, repetitive execution of each test data, creating versions with errors and modification of the test samples and mistaken versions if necessary. There’s a general method to reduce the costs. The first category includes the methods which rely on performance expense reduction or reduction of the number of mistaken version. The second rely on fast and cheap data samples of the test that leads to reduction of comparisons between the output of the main program and mistaken versions. In this article, we’re to make a comparison between the methods and introduce the system of mutation tests in order to improve the test data according to evolutionary algorithms.

Index Terms—Mutation testing, genetics algorithm, bacteriological algorithm, mutation testing's cost.

I. INTRODUCTION

Software engineering test today has been an important component of software engineering. It has been of particular importance but also very costly, including about 50% of the expenses. In general, techniques of software testing are divided into two groups: static and dynamic [1], [2]. In static testing, source program observer analyzes the program in parts and by observing and following the inputs. In dynamic testing a series of testing data is performed on the program and then the output is observed and analyzed.

Dynamic testing is divided into two groups: Black box and White box. White box testing analyzes the program structure, the code of the program and the current of data in the program [3]. In white box testing, the information concerning internal system moods is used to lead the test and tester. In black box testing, it’s not necessary to have some information concerning the internal structure of the system. In this technique, samples of testing data is created based on system features and it is just needed to have some information concerning what inputs are needed and what outputs are expected[3].

The aim of this software testing is to develop the software quality and ensure the achievement of obtaining a fine output [4], [5], [6].

One of the methods to develop the data test quality is to introduce smart errors in a test that is called Mutation Analysis [7], [8], this method classified into the white box testing. In this method, the quality of the data test is proportional to finding error contained programs. These programs are called Mutants. The value of the test sample is proportional with the quality of the data test (the discovery power or the mutant detection).

A. The Description of Mutation Testing

This technique was first used by "Holmet" and "Demilo" and the goal is to try to establish the test samples that can recognize the maximum faulty versions of the main program [4], [6].

We can simply use the mutation operators to create many error contained programs from the main programs. These mutants are created by modifying the mathematical, logical, and changing in constant values, changes Variable and Operators from the main program and etc. After that, it's investigated whether this set of data can find the difference between this faulty versions and the program output. In this form, it could be realized that the test data set are qualified to test the program and also this program is in a fine form of examinability, logic, error detection. According to the modification in the original program, the data test has been able to understand these modifications. Otherwise it could be concluded that the data test aren't selected appropriately. Thus, we must use the optimization techniques to modify the data test or the program lack the right logic, which in this case, the program logic, the codes and the ambiguities have to be corrected with more attention[4], [6].

By getting an output from the main program and the concluded results from the faulty versions, and comparing them we could discover error contained programs. In this way, two goals of evaluating the data test quality and error detection could be achieved simultaneously. The Mutation-based techniques do their effort to improve the software quality but majority of these techniques are expensive and have high calculation and time cost. Because we have to have many faulty versions of the main program and compare the results of these versions and the main program. These procedures can continue to the desired results over and over therefore it could be concluded that the mutation test is a costly test that will be used just when a high accuracy is required and the programmer needs a program completely out of errors [9].

The mutated programs are made using the mutation
operators which make a small modification in the code or the main program operators. As an example, some mutation operators of the "Mothra" mutation system, which is written based on FORTRAN are as follows [10]:

<table>
<thead>
<tr>
<th>Operator</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AAR</td>
<td>Array reference for Array reference Replacement</td>
</tr>
<tr>
<td>ABS</td>
<td>Absolute value insertion</td>
</tr>
<tr>
<td>ACR</td>
<td>Array reference for Constant Replacement</td>
</tr>
<tr>
<td>AOR</td>
<td>Arithmetic Operator Replacement</td>
</tr>
<tr>
<td>ASR</td>
<td>Array reference for Scalar variable Replacement</td>
</tr>
<tr>
<td>CAR</td>
<td>Constant for Array reference Replacement</td>
</tr>
<tr>
<td>CNR</td>
<td>Comparable array Name Replacement</td>
</tr>
<tr>
<td>CRP</td>
<td>Constant Replacement</td>
</tr>
<tr>
<td>CSR</td>
<td>Constant for Scalar variable Replacement</td>
</tr>
<tr>
<td>DER</td>
<td>DO statement End Replacement</td>
</tr>
<tr>
<td>DSA</td>
<td>Data Statement Alterations</td>
</tr>
<tr>
<td>GLR</td>
<td>GOTO Label Replacement</td>
</tr>
<tr>
<td>LCR</td>
<td>Logical Connector Replacement</td>
</tr>
<tr>
<td>ROR</td>
<td>Relational Operator Replacement</td>
</tr>
<tr>
<td>RSR</td>
<td>Return Statement Replacement</td>
</tr>
<tr>
<td>SAN</td>
<td>Statement Analysis</td>
</tr>
<tr>
<td>SAR</td>
<td>Scalar variable for Array reference Replacement</td>
</tr>
</tbody>
</table>

For example, With AOR operator, changes each mathematical operator with another one. Today, the mutation operators are made for objective languages [9].

![Diagram](image)

**Fig. 1. The Quantitative process of creation and developing the test's data set in mutation testing [10].**

Mutation Testing is based on two principles: 1) a skilled programmer: The program written by such a programmer has the minimum logical errors. Therefore, the slight errors could be found by Mutation Tests [11]. 2) The coupling effect "Offut" has proved that if a data test can identify all the mutants made by a simple change, it can find the more complicated errors to a desirable part [11].

In the Mutation Test, the Mutation Score is used in order to calculate the quality of the data test set in a formula like this:

\[
MS(DT) = \frac{\text{whole number of dead mutants}}{\text{whole mutants - equivalent mutants}} \times 100
\]

Member of the test's data set and the performance could be measured for each of the members [12].

**B. Examples**

If 

\[
f^r(i) \triangleq \begin{cases} 
    r :& 1 \\
    r :& i \\
    r :& i \\
    r :& i \\
\end{cases}
\]

for \( i = 2 \) to \( 3 \) do

\[
\begin{array}{l}
    \text{if } a[i] > a[r] \text{ then } r := i, \\
    \text{if } a[i] > a[r] \text{ then } r := i, \\
    \text{if } a[i] > a[r] \text{ then } r := i, \\
    \text{if } a[r] > a[r] \text{ then } r := i,
\end{array}
\]

These mutants can easily be made:

\[
m_1: r : 1; \\
m_2: r : 1; \\
m_3: r : 1; \\
m_4: r : 1;
\]

for \( i = 2 \) to \( 3 \) do

\[
\begin{array}{l}
    \text{if } a[i] > a[r] \text{ then } r := i, \\
    \text{if } i > a[r] \text{ then } r := i, \\
    \text{if } a[i] > a[r] \text{ then } r := i, \\
    \text{if } a[r] > a[r] \text{ then } r := i,
\end{array}
\]

**II. MUTATION TESTING COSTS**

Mutation testing by itself has high calculation and time expenses. Therefore, in some cases, economic considerations are needed to be made. The mutation testing's main problems are as follows:

a. Difficulty to find the equivalent mutant: Some modified versions are not destroyed with any data test. In other words, they have the same behavior as the main program, which the equivalent mutant has to be removed with accurate programming and no ambiguity [12].

b. Destroying the live mutants: Some mutants behave the same as the equivalent mutants due to the weakness of the data test. Therefore, they've got to be identified by choosing an appropriate data test [12].

c. High calculation expenses and high time-waste: In this method, we need to create several mutants using the mutation operators. Then the data test, operate themselves separately, in the next step, the number of killed and equivalent mutants for all the data test have to be operated and the mutation score has to be calculated. If the data test can't achieve the necessary mutation score, they have to improve and then the above steps have to be repeated several times [12].

**III. INTRODUCING HOW TO REDUCE THE MUTATION TEST EXPENSES**

These methods focus on reducing the calculation, time and the related expenses to improve the data test.

**A. Reductions of Calculation and Time Expenses**

1) "Do Fewer" Method: This method focuses reduction of number of the mutants and emphasizes on mutation operators that are more efficient instead of using all the operators. One of the most common "Do Fewer" methods is the Selective Mutation Tests [12], [13].

In this method, the mutation operators are divided in three
types of operator: Operand, Statement modifier operator, and the proposition modifier operator and according to the type of the under examination test, one or all the above categories could be selected.

2) “Do smarter” Method: This method emphasizes on smart use of the operators and the internal program states and one of the most important methods is the Weak Mutation Test [11].

The "Leonardo" Mutation System which is made based on this method, instead of running the mutants completely, analyzes them naturally and if the main program and mutants aren't the same, then decides to kill them. [14]

From the under comparison states, the Control Flow content, registers of the PC and the comparison results of the saved blocks could be named.

3) "Do faster" Method: This method focuses on faster running of the mutants, and one of the most common methods is the MSG (Mutation Base Schemata) [15], [16].

In this method, the mutation operators that have almost the same performance form one object. For instance, the AOR can cover all the mathematical operators lie "summation, reduction, multiplication and the division" The mutants made under such a circumstance are called "Meta Mutant" These programs are made in Compiler level so they have a high running speed.

4) Efficient Mutation Analyses: In this system, the human interference is significantly decreased; therefore the running speed is considerably high.

Genetic Algorithms are described as follows:

a. The selection of random population from Chromosomes (Chromosomes in mutation testing are the data testing sets)
b. Calculating the fitness of each chromosomes (the fitness function in mutation testing is the Mutation Score function)
c. Creating a random population as:
   - Two chromosomes which have the best fitness value are chosen, chromosomes with highest fitness value have the more chance to be selected.
   - Chromosomes are chosen by probability.
   - Children are mutated in each place by probability.
d. The new children replace the parents.
e. The Fitness Value of the new children is calculated and if the final condition is met, the algorithm is finished. Or else, it would go back to Step 3.

![Fig. 2. The Efficient mutation analyses architect [9]](image)

B. Expense Reductions Using the Appropriate Data Tests

One of the main principles of the Mutation Testing can be called as the appropriate data test selection. Otherwise, the mutation test system has to be run over and over.

1) The Genetic Algorithm [17]: In the optimizer section of the mutation test, Genetic Algorithms can be used to enhance the data test in order to do the enhancement automatically.

The Genetic Algorithm was introduced by "John Holland" [17] these algorithms are derivative from the Darwin theory using the gradual evolution in the nature. By a close look at the evolution process used by nature to solve its problems, we can come up with new and applicable ideas. Animals should adapt to their surrounding environment for their survival. The information taken from nature during many years is stored in chromosomes and in low levels in genes. Genetic algorithms automatically search in the input area for data with the maximum usage. For writing genetic algorithms, it is required to define a fitness function, capable of calculating the quality of chromosomes.

Genetic Algorithms are described as follows:

- The selection of random population from Chromosomes (Chromosomes in mutation testing are the data testing sets)
- Calculating the fitness of each chromosomes (the fitness function in mutation testing is the Mutation Score function)
- Creating a random population as:
  - Two chromosomes which have the best fitness value are chosen, chromosomes with highest fitness value have the more chance to be selected.
  - Chromosomes are chosen by probability.
  - Children are mutated in each place by probability.
- The new children replace the parents.
- The Fitness Value of the new children is calculated and if the final condition is met, the algorithm is finished. Or else, it would go back to Step 3.

![Fig. 3. Simple genetic algorithm [18]](image)
copy from the first parents to the combination point and the exact copy from the second parents to that point are selected. By this operator, different combinations of existing genes in the current population are made.

C. Mutation operator: after the combination process, mutation process is done, which means the prevention of gravitation of all the genetic population solutions toward a stable amount. Mutation randomly changes the new descendants. For example in binary codification, it is possible to change just a few numbers of bits from one to zero or vice versa randomly.

2) Using the bacteriological algorithm [17]: This algorithm is inspired from the reproduction of the Bacteria in the nature. In this model, as the Bacteria which are not combined in nature, we don't have the combination (cross over) operator to produce the new children and there's only a mutation operator.

In this algorithm, a threshold limit is introduced called BMS (Basic Mutation Score). Chromosomes with mutation scores lower than this limit have to undergo the mutation operator and then go to the next population. Chromosomes with points higher than the mutation score will go to the next population with no modification [16].

The bacteriological algorithm is as follows:

a. Choosing the primary set of chromosomes
b. Calculating the fitness for each chromosome
c. Keeping the best chromosomes
d. Generation or selection of the best chromosomes
e. Mutations

In contrast with the genetic algorithm, the bacteriological models have more compatibility to store and keep the best chromosomes after the first reproduction from one reproduction to the next one. Convergence of the bacteriological algorithm in comparison to genetic algorithms is faster and in other words gets faster to the optimum answer, this ceases the calculation expenses related to combination operation are removed.

Removing of the combination operators is the major distinction with the genetic model. The other distinction is the necessity to keep a series of the best bacteria in memory which are remained from the previous population.

3) Using the optimum recommended algorithm [21]: This algorithm (fig 3&4) is a mixture of the normal genetic algorithm and the bacteriological algorithms.

In this algorithm, in each generation, if lacking any chromosome mutation scores, chromosomes mutated more and more, so that in this mutation get to the appropriate data, and after the parents get to the desired mutation score, they are combined to produce the best children.

In the recommended algorithm, the percentages of mutation rates and combination rates defined automatically and they'll be modified if necessary, it may be needed in the primary generation that the majority of the chromosomes, periodically, due to the low mutation score undergo the mutation operator. However as the mutation score enhances, in the final generation this need is less, however the cross over (combination) operation between the parents should end with a fine score to produce the appropriate children.

The Nc and Np parameters show the number of children and the amount of population. The value of Nc in the beginning of the process in Fig.2 is zero and with each operation the combination of the parents increases.

The BMS value, measures the modifiability of the chromosomes and using this value it could be guaranteed that chromosomes with higher mutation point than the BMS value, have the minimum requirement of going to the next generation.

In primary stages, thanks to high bearably of the mutation operator, a high diversity is observed in reproduction. As the BMS decreases in each generation, the number of parents that have to undergo the mutation operator will be less and the number those have to be combined increases. Therefore, the recommended algorithm has a good local search in final stages

IV. IMPLEMENTATION

In order to compare the methods of data enhancement, a mutation testing system is run which the optimizer section is the Genetic Algorithm, Bacteriological Algorithm and the recommended algorithm [21]. The mutation testing system
was written in Java and SQL Server is used to store and recover the data.

A. The Program in Use

The "TriType" software is used as a standard program and because of having the jumping and conditional types; it's used in majority of software tests. The input is three numbers as the sides of triangle and the output is 1 as a scalene, 2 as an isosceles, 3 as an equilateral or 4 as the sides don't meet the conditions to make a triangle. 282 Mutants are made according to this program.

B. Choosing the Parents

Roulette wheel is used in order to choose the parents. Chromosomes in this method are put on a roulette wheel and according to the fitness values, occupy a position on the chromosome. It's obvious that the chromosomes with higher fitness values are more likely to be chosen.

For each side of the triangle, 10 bits are selected. In this simulation, because each chromosome is a data equivalent to 3 sides of the triangle, occupies a 30-bit space. Length of the population is constant as 6 chromosomes (data test).

C. Comparisons Between the Enhancement Methods in the Run Mutation Testing System

a. The number of the reproduced generations in recommended algorithm is less than other ways, because in early generations, the space of the input data is investigated enough using consecutive jumping and mutation [21].

b. The results show that, the time and cost of the recommended algorithm is less than other methods.

c. Because of the similarity of bacteriological algorithm and the random method, several rises and falls are observed and because each chromosome as an individual is optimizing and searching the problem space. We could claim that each of the last generation, are appropriate answers but they aren't desirable as group and therefore their mutation score is less than 90% [17].

![Fig. 5. Recommended algorithm](image)

![Fig. 6. Process of figure 6 from recommended algorithm](image)

V. Conclusion

The mutation testing is one of the software testing methods that are used to evaluate the software correctly. In this method, first the versions containing errors are from made the original
version and then the data test set will be operated on them and the results of these runs will be compared with the original software.

The result of these comparisons using special techniques help us evaluate the data test sets and enhance them.

Mutation testing method has many advantages over the other testing methods, especially that in this method, the hidden errors which can’t be detected in other methods will be detected automatically in this method and it is possible to automatically find the unknown errors which are not easily detected.

This method takes high time and cost because the testing data should be implemented on a lot of error contained versions, then the results are compared with the original program. Many methods have been invented to reduce these parameters which focus mainly on developing the running speed of faulty versions (mutant) and enhance quality of the data test sets. In this article, it’s been tried to introduce some of them.
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