
  
Abstract—The increasing need for the access to information 

without language barrier has lead to the strong demand for 
cross language information retrieval (CLIR). The concept of 
CLIR allows retrieving information written in different 
language from the language of the user query. One of the 
approaches to CLIR is based on the use of Web mining. Web 
mining use data mining techniques to automatically discover 
and extract information from web documents and services. In 
this paper we study the need of techniques that are useful for 
information search and cross language information retrieval. 
The advanced methods for acquiring the information using 
web mining techniques are elaborated, which improves the 
efficiency and effectiveness for cross-language web retrieval. 
 

Index Terms—Web mining, information retrieval, cross 
language information retrieval, translation. 
 

I. INTRODUCTION 
The coverage of web information is very wide and 

diverse. All the documents in this data repository are not 
arranged in any order. Since web is highly dynamic 
information source, it is very difficult to retrieve the 
information. With respect to users (from different 
background, interest and usage purpose) point of view web 
information is updated frequently. It is observed that only 
the small portion of information posted on the web is useful.   

 Web mining is the application of data mining techniques 
to discover patterns from the web. Web data contains 
different kinds of information, including web documents 
data, web structure data, web log data, and user profiles data. 
Two different approaches can be proposed based on the 
definition of web mining: 

• Process-based 
• Data-based 

 In this reference, web mining can be defined as an 
application of data mining techniques to extract knowledge 
from web data, where atleast one of structure or usage data 
is used in the mining process. There is no much difference 
between web mining and data mining when compared. All 
web data can be mined in three different dimensions: 

• Web content mining  
• Web structure mining  
• Web usage mining. 

Web data are those that can be collectively used in the 
context of cross language information retrieval. 

Web content data are used to design the web pages to be 
presented to the users. Web content data consists of free text, 
semi-structured data like HTML pages and structured data 
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like automatically generated HTML pages, XML files or 
data in tables related to web content and also the data 
included in this category are textual, image, audio and video.  

 

 
Fig . 1. Types of web data [1] 

 
Web Structure data is used in the organization of the 

content. In a given page the arrangement of various HTML 
and XML tags gives the information about the intra-page 
structure. It is the hyper-links connecting one page to 
another. Web graph is constructed by hyperlinks 
information from web pages. Web graph is described as the 
core of web structure and used to represent web structure 
related to web page connectivity (dynamic and static links). 

Web Usage data consist of web log data which are 
created on the web server such as   web server access logs, 
proxy server logs, browser logs, registration data, cookies 
and any other data generated as a results of web user 
interactions with web servers. A unique IP address and a 
domain name are given to the Web server, whenever a user 
places the request. Web server fetches the page and sends it 
to user’s browser. Web server data are created from the 
relationship between web user’s interaction with a web site 
and the web server.   
 

II. MULTILINGUAL INFORMATION RETRIEVAL 
Information Retrieval (IR) is to find relevant documents 

from a large collection of documents or from the World 
Wide Web. This can be obtained usually by formulating the 
user’s query, often in free text, to describe the information 
need. The IR system then compares the query with each 
document in order to evaluate its similarity (or probability 
of relevance) to the query. The results, i.e. the retrieved 
documents are arranged in the decreasing order of their 
similarity. IR helps in getting useful information from 
digital resources including digital libraries, WWW and 
documents.   The major problem in the IR System is that 
how effectively it has retrieved the relevant documents and 
rejected the irrelevant documents. [2]   

Multilingual is also known as Cross-language information 
retrieval (CLIR), is a process where the user presents 
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queries in one language to retrieve documents in another 
language. It is quickly becoming a mature area in the 
information retrieval world. The main goal is to allow a user 
to issue a query in language L and have that query retrieve 
documents in language L`. The barrier of the CLIR is what 
should be translated:   

• Query may be translated 
• Document may be translated 
• Both query and the document may be translated 

Knowledge Creation (Data mining) is a process of 
automatically discovering useful information in the large 
data set. Data mining techniques are deployed to search 
large databases in order to find useful patterns. There are 
four fundamental approaches for knowledge-based CLIR: 
cognate matching, document translation, interlingua 
techniques and query translation. [3] 
 

III. VARIOUS APPROACHES FOR MULTILINGUAL 
The basic approaches to CLIR are Machine translation, 

controlled vocabulary, dictionary-based and ontology 
approach 

A. Machine Translation 
Machine translation (MT) is considered as one of the 

most common method in CLIR, in which query or document 
is translated automatically. It is treated as the simplest form 
because the query given in one language can be translated 
into different language for search and the searched 
information can be translated back to the original one for 
viewing. It can produce high quality translations for a 
particular domain that contain some specific technical terms.  

B. Controlled Vocabulary 
Controlled vocabulary is considered as one of the most 

emphatic and effective approach. In this approach an 
interpretive layer of semantics is inserted between the term 
entered by the user and the underlying database for the 
better representation of the user’s terms. A multilingual 
thesaurus is created to hold a list of descriptors for each 
document that has been retrieved and each term in the 
thesaurus must be translated for the languages involved.  
From the previous indexing, if the system is familiar with 
the most likely to important terms, then a descriptor can be 
added manually or automatically to the thesaurus.  

C. Dictionary-Based 
In dictionary based CLIR each term in the user query is 

looked up in the machine-readable bilingual dictionary. An 
equivalent selection method is applied to pick the best 
translation of that term from the list given by the dictionary 
and then added to the document language semantic mapping. 
It is then matched with document collected as though it was 
directly derived from the initial user request. Dictionary 
based method for CLIR can be put into four logical steps [4]: 

• Pre translation query modification 
• Dictionary lookup 
• Equivalent selection and weighting 
• Post-translation query translation modification 

The advantage of using a simple bilingual dictionary to 
translate is that, it contain wordlists covering a wide range 
of subject areas and as well as language pairs are readily 
available. In addition, the time needed for set up a 

dictionary-based system from a printed or electronic source 
is less comparative to an MT engine for a new language pair. 
A machine-readable bilingual dictionary can be considered 
as a data structure that contains a list of dictionary entries 
for a given set of terms, and a lookup mechanism which, 
given a source-language query term, look upon this  data 
structure to obtain possible translations or equivalents of the 
term in question. An entry in a machine-readable bilingual 
dictionary is a data structure within a dictionary containing 
all of the necessary information for a given spelling of a 
source-language query term 

D. Ontology  
Ontology is one of the basic approaches, in which 

domain-specific method is particularly used for the CLIR. 
In the domain-specific ontology relevant terms contained in 
a query are translated into several languages using the term-
to-concept links established in the multilingual thesaurus. It 
is also valuable in the presentation generation process 
because, effective presentations are those that succeed in 
conveying the relevant domain semantic to the user.[5]  

In comparison with machine translation or dictionary 
look-up methods for query and document it is found that 
dictionary-based query translation seems to work best for 
short queries while for long queries machine translation of 
the queries performs better than dictionary lookup. An 
important problem in the translation of short queries is the 
lack of context for the disambiguation of words that have 
more than one meaning and therefore may correspond to 
more than one translation. 

The snag with controlled Vocabulary  is that query can be 
generated using the  vocabulary included in the  thesaurus 
only, in  this case it may be difficult to search for specific 
terms that is not present in the thesaurus. Its effectiveness is 
decreased as the number of vocabulary in the thesaurus 
increases.  

Ontology generation is often haphazard depending on the 
skill of the user generating the ontology, it is also difficult to 
remain true to a guiding theory or philosophy while 
grounding ontology in what is happening in the world. 
 

IV. WEB MINING 
The Web stands today as the world´s largest source of 

public information. Its magnitude can also be perceived as a 
drawback in a certain sense, however, nowadays there is a 
generalized problem in retrieving documents that may be 
written in any language, but through queries expressed in a 
single source language. And although Information Retrieval 
(IR) depends on the availability of digital collections, this 
key aspect is no longer the only concern. It is time for the 
multicultural society of Internet to make use of new 
technologies such as CLIR. Information retrieval systems' 
ability to retrieve highly relevant documents has become 
more and more important in the age of extremely large 
collections, such as the World Wide Web (WWW).  

Web mining can be disintegrated as the following [6]: 
• Resource Finding: task of retrieving the proposed web 

documents. 
• Information Selection and Pre-Processing: the 

information retrieved from the web is automatically 
selected and pre-processed. 
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• Generalization: general pattern can be uncovered for a 
single or multiple web sites. 

• Analysis: verification and validation of mined patterns.   
There are three areas of Web mining according to the 

usage of the Web data as input namely: Web Content 
Mining, Web Structure Mining and Web usage mining. 

A. Web-Content Mining 
Web content mining focuses on retrieval of useful 

information from web content documents. The contributions 
of web content mining can be evaluated on two fronts: 
search result mining and web page content mining.    

One of the tasks performed by the search engine is the 
search result mining, which retrieves information from the 
web and its utility relay on its capacity to retrieve the 
relevant document from a large collection of web pages 
centered on the users query. The most frequently used 
technique in search result mining is web document 
classification. Using this technique web document is 
consigned a keywords of varying degrees of confidence. A 
document classified in this way will be easy to be retrieved 
depending on its keyword-based searches [6].  

The pages retrieved in this form are arranged according to 
its rank i.e. most relevant page appears on the top of the list 
of pages retrieved. A variety of approaches are used by 
different search engines to rank the web pages. An 
alternative method for information retrieval is the document 
clustering in which retrieved documents are partitioned into 
clusters depending on the topical homogeneity of web 
document. 

Information Extraction (IE) is the name given to any 
process which selectively structures and combines data 
which is found, explicitly stated or implied, in one or more 
texts. Information is appealed from the texts of 
heterogeneous formats which include: e-mails, web pages, 
PDF files and organized into a single homogenous form. 
Web content is converted into the database that can be 
accessed by the query for the translation using any of the 
methods.[7] 
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Fig. 2. Web mining TAXONOMY [8] 

B. Web-Structure Mining 
Web structure mining tries to discover the model 

underlying the link structures of the Web. The model is 
based on the topology of the hyperlink with or without the 
link description. This model can be used to categorize the 
Web pages and is useful to generate information such as 
similarity and relationships between Web sites [9]. Web 
structure mining can be considered as the process of 
learning structure from the web. This type of mining can be 
divided in to two type depends on the structure of data[8]: 

• Hyperlinks: It is used for connecting one page to other or 
within the same page. When a hyperlink used for 
connecting different part of the same page is known as 
Intra-Document Hyperlink and the link which connect                   
two different pages known as Inter –Document Link. 

• Document Structure: The contents in web pages based on 
the various HTML and XML tags can be organized in a 
tree-structured. 
Two algorithms that have been proposed are HITS and 

Page Rank. Both approaches focus on the link structure of 
the Web to find the importance of the Web pages. 
• For a given query, HITS will find authorities (Pages with 

good sources of content) and hubs (Pages with good 
sources of links). “Hubs and authorities exhibit what could 
be called a mutually reinforcing relationship: a good hub 
is a page that points to many good authorities; a good 
authority is a page that is pointed to by many good hubs” 
[10]. 

• Page rank algorithm is used to calculate the importance of 
web pages using the link structure of the web. The Page 
Rank algorithm is defined as: “We assume page A has 
pages T1...Tn which point to it (i.e., are citations). The 
parameter d is a damping factor, which can be set between 
0 and 1. Also C (A) is defined as the number of links 
going out of page A. The Page Rank of a page A is given 
as follows:[11] 

•  
PR (A) = (1-d) + d (PR (T1)/C (T1) + ... + PR 
(Tn)/C (Tn))  

C. Web-Usage Mining 
Web usage mining is used to predict the behavior of the 

user in a web domain. It can be divided into different phases 
depending on the type of web usage data.  
• Pre-Processing: the data retrieved from the web site tends 

to be incomplete, noisy and inconsistent. They should be 
shaped according to the requirement of the next phase, 
which includes the process of data cleaning, data 
integration, data transformation and reduction. 

• Pattern Discovery: in this stage, user patterns ( query) are 
identified with the help of the algorithms of statistics, 
machine learning and pattern recognition 

• Pattern Analysis: the given pattern is interpreted, 
visualized and understood. 

 

V. CHALLENGES OF WEB MINING 

A. Web-Content Mining 
Issues of web content mining in context of web 

warehouse can be discussed as: 
• Finding the difference and the similarities between web 

content mining and conventional data mining. 
• Selection of useful information from the web for web 

content mining before analysis 
• To clean the selected data for effective mining 
• Discover the different types of knowledge 
• Collect the hidden information for decision making 
• To make web content interactive 

B. Web-Structure Mining 
 Structural information can be generated for the web 

tuples stored in web table by measuring the frequencies: 
• For the local links in the web tuples. Local links connect 

the different web documents residing in the same server. 
•  For web tuples containing links which are interior; links 

which are within the same document. 

International Journal of Modeling and Optimization, Vol. 1, No. 5, December 2011

412



• For web tuples, contains links that are global; links which 
span different web sites. 

• For identical web tuples that appear. 

C. Web-Usage Mining 
According to [12] one of the approach  is using  maximal 

forward references that can be obtained by filtering out 
backward references from traversal subsequences in log data 
to extract frequently occurring consecutive subsequences 
that leads to maximal reference sequence, which are those 
frequent subsequences that are not subset of others. 

 

VI. CONCLUSION 
Due to the enormous growth in the usage of web and its 

associated technologies, the need for extracting useful 
information from web is also growing. Web mining 
techniques are also used to improve the effectiveness of 
CLIR.  The following table gives the different approaches 
used by web mining under various categories: 

 
TABLE 1: APPROACHES FOR WEB MINING 

Web content mining 
 Is the process of Information 
discovery from different sources of 
World wide  Web structure  

Web structure mining is the process is used to categorize 
the Web pages 

Web usage mining 
is the process of mining for user 
browsing and access patterns and 
concludes by listing research issues

 
Therefore web mining can be used as an effective 

technology to retrieve information and improve the 
effectiveness of CLIR. 
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