
  

  
Abstract—An improved algorithm—multi-objective particle 

swarm optimization with swarm energy conservation 
(SEC-MOPSO) is proposed, which is aimed to solve the 
problem of convergence and distribution in multi-objective 
particle swarm optimization (MOPSO) algorithm. Swarm 
energy conservation mechanism is used to update the velocity 
and position of particles. Besides, non-dominated sorting 
method, adaptive grid mechanism and elitism mechanism are 
also incorporated into SEC-MOPSO algorithm to improve 
searching capabilities and avoid falling into the second-best 
non-dominated front. The simulation results show that 
SEC-MOPSO has better performance than MOPSO in 
distribution and convergence. 
 

Index Terms—multi-objective optimization, MOPSO, swarm 
energy conservation.  
 

I. INTRODUCTION 
The basic idea of solving multi-objective optimization 

problems is to use evolutionary algorithms, such as genetic 
algorithm (GA), particle swarm optimization (PSO), etc. The 
preservation of non-dominated solutions of last generation 
and making them to participate in new generation of 
evolutionary operation is the key issue of algorithm’s 
construction in multi-objective optimization algorithm. With 
the increasing number of iteration, the obtained set of all 
non-dominated solutions can converge to the true Pareto 
front during the algorithm execution. 

Due to having a good distribution of solutions during the 
search process, GA has been widely developed in solving 
multi-objective optimization problems such as NSGA [1], 
SPEA [2] and NSGA-II [3]. While those algorithms can 
usually attain diversity of solutions, the issue of searching is 
prompted by the trend of fitness in GA will lead to low 
pressure of convergence and poor performance in dealing 
with complicated multi-objective problems. 

PSO uses the best particles to guide the swarm’s searching 
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and have an obvious convergence advantage over GA. 
Therefore, it is also widely used for multi-objective 
optimization problems. Many related studies have appeared 
in X. Hu [4], K.E. Parsopoulos [5], C. A. C. Coello [6] and so 
on. One of the most representative theories is multi-objective 
particle swarm optimization (MOPSO) proposed by C.A.C. 
Coello [6], which has an excellent convergence 
characteristic. However, although the personal best has a 
certain randomness to keep the diversity of searching 
direction in MOPSO, the nature of one-way flow of the 
swarm’s main information during update process leads to 
lack of diversity in the algorithm. 

In the paper, some critical theories such as the construction 
of non-dominated solution set, diversity retention 
mechanism, elitism mechanism, the selection principle of 
personal best and global best are investigated based on 
swarm energy conservation PSO (SEC-PSO). Then the 
MOPSO with swarm energy conservation (SEC-MOPSO) is 
presented and the implementation process is given. The 
simulation results show that SEC-MOPSO has better 
convergence and distribution of solutions than MOPSO. 

 

II. MULTI-OBJECTIVE PSO ALGORITHM WITH SWARM 
ENERGY CONSERVATION 

A. Multi-objective Optimization 
Multi-objective optimization problems often require 

having a balance among different interacting and conflicting 
objectives. The notion of an optimum solution in 
multi-objective is a set of tradeoff solutions called 
non-dominated solutions (or Pareto optimal solutions). 

The multi-objective problem is described  
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where ),...,( 21 nxxxX = is known as a decision vector, 

))(),...,(),(()( 21 XfXfXfXF m= is an objective vector, 
n is the number of decision variables, m is the number of 
objectives, )(Xgi  and )(Xhi are constraints. Multi-objective 

optimization entails finding ),...,( 21
∗∗∗∗ = nxxxX  that 

optimizes )( ∗XF  simultaneously while )(Xgi  and )(Xhi  
must be satisfied. 

B. Principle of SEC-MOPSO 
Convergence and diversity are two conflicting problems 
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which are unavoidable issues in multi-objective optimization 
algorithm. Improving diversity will inevitably result in 
deterioration of convergence, and vice versa. Therefore, it is 
important to consider the trade-off between convergence and 
diversity in multi-objective optimization algorithm. 

The main idea of SEC-MOPSO is as follows: 
1) Construction of Non-dominating Set: Create a 

construction set; take the first individual p1 of the set and 
compare the level of domination between p1 and the 
remaining individuals. The individual which is dominated by 
p1 will be deleted, while p1 will be removed if it is dominated 
by others. Then take the second individual p2 and compare it 
with other individuals except p1 and p2. The rule of deletion is 
the same as p2; the remaining individuals can be done in the 
same way. The time complexity of this process is O(rN2), 
where r is the number of objectives and N is the size of 
swarm. 

2) Adaptive Grid Mechanism: Fig.1 shows the 
illustration of adaptive grid based selection scheme. The 
objective function space where particles locate is divided into 
grids, while the amount of grids is gr, where g is the area 
obtained from each function’s space divide and r is the 
number of objectives. The diversity of each particle is 
reflected by the number of particles in the grid where the 
particle locates. This mechanism can improve the diversity of 
MOPSO effectively.  

 
Fig 1.  Illustration of adaptive grid based selection scheme 

3) Elitism Mechanism: An external repository is created 
to store the newly found non-dominated solutions after each 
cycle. Assuming that the maximum size of external 
repository is M, the kth generation of non-dominated solution 
set is NDSet(k) and m1（m1<=M）represents the number of 
non-dominated individuals which NDSet(k) contains. In the 
next generation, the newly found n1 non-dominated 
individuals will be compared with the individuals in 
NDSet(k). The individual which is dominated by others or 
has same objective function value (redundant individual) will 
be deleted. Then the size of newly found non-dominated set 
TempNDSet is m2 (m2<=n1+m1). If m2<=M, then the new 
generation of non-dominated solution set NDSet(k+1)= 
TempNDSet; If m2>M, then one individual which locate in 
more crowded grid will be removed according to adaptive 
grid mechanism till m2=M. 

4) Selection of Personal Best Pbest: Personal best can be 
found through the comparison of objective function values in 
single objective problem. However, it is very difficult to 
determine the personal best by the same way in 
multi-objective optimization problem. K.E. Parsopoulos [5] 
presents a way of selection personal best based on the 

relationship of Pareto dominance. The current position of 
particle will be used to update Pbest if the particle dominates 
Pbset. Otherwise, Pbest keep being unchanged. While the 
method uses the idea of non-dominance, it is hard to update 
Pbest when there is no dominated relationship between the 
current particle and Pbest. On the basis of above idea, the 
method can be improved by the way that when there is no 
dominated relationship between the current particle and the 
Pbest, the new Pbest can be selected randomly between them. 
The method of calculation of crowding distance can also 
serve to select Pbest. The crowding distances of the current 
particle and Pbest in the solution space are calculated and the   
one that has smaller value will be selected as Pbest. Although 
crowding distance calculation mechanism favored the 
distributed uniformity of Pareto optimal solutions, it may 
increase the time complexity of algorithm. Therefore, 
random selection mechanism is a better choice because it not 
only solves the problem that Pbest may stop updating during 
the middle and later periods in the algorithm presented by 
K.E. Parsopoulos [5], but also avoids increasing the 
complexity of algorithm. 

5) Selection of Global Best Gbest: In the iterative 
process, the global best Gbest is selected from NDSet in term 
of the principle that the particle which is located in the least 
crowding grid will be considered as optimum in order to keep 
uniform distribution of non-dominated solutions. 

6) Random Mutation Strategy: The mutation strategy of 
MOPSO is that particle’s regional distribution will be varied 
and the mutation probability will become smaller with the 
increasing number of iterations. Although the strategy 
changes particle’s characteristic which favor the uniform 
distribution of Pareto front, it undermines the integrity of 
PSO and sacrifices particle’s historical search information. 
Therefore some improvements need to be introduced as 
follow: New swarm POP2 which is generated by mutation 
takes part in the construction of non-dominated solution set 
but will not join the calculation in next generation. Then the 
algorithm can ensures diversity without compromising the 
historical search information of particles. 

7) Swarm Energy Conservation: In SEC-PSO [7], the 
principle of particle clustering is based on the sequence of 
objective function value according to the clustering 
coefficient. However, the strategy is not suitable for 
multi-objective optimization algorithm. In SEC-MOPSO, 
non-dominated sorting method can be applied to divide the 
swarm into to sub-swarms. Particles in the first sub-swarm 
update their velocity and position according to the standard 
PSO equations. Assuming that there are n1 particles in the 
first sub-swarm, then its energy is  
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If the number of particles is m, then the jth sub-swarm 
contains nj particles of which velocity weighted coefficient is 
λj. Particles in the jth sub-swarm update their velocity 
according to standard PSO equation and update their position 
as follow 
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where G is the energy of the whole swarm. The aim of 
multi-objective optimization algorithm is to find the final 
non-dominated solution set which can approximate the 
Pareto front. The advantage of swarm energy conservation 
mechanism is to prevent optimal individuals which consist of 
non-dominated solution set from falling into local optimum 
and preserve the diversity of solutions. 

The performance of multi-objective optimization 
algorithm is improved using the above mechanism. Generally, 
the computation time of the test function taken as the 
objective function is far less than the computation time of the 
algorithm itself. In the condition of no complex computations 
of objective functions, the time cost of  SEC-MOPSO 
consists of the following three parts: ①  Non-dominated 
sorting: O(rN2); ②  Non-dominated comparison: O(rN2); ③ 
Adaptive grid based selection: O(rrN2); Thus, the whole time 
complexity of this algorithm is O(rrN2) . 

C. Implementation 
Fig.2 shows the structure of SEC-MOPSO. In the kth 

generation, the personal best and the global best expressed as 
Pbest(k) and Gbest(k), respectively. POP(k) represents the 
current population and NDSet(k) represents external 
non-dominated set. Firstly, the provisional population 
TempPOP1 is generated by non-dominated sorting of the 
current population. Then the velocity and position of each 
particle is updated in accordance with the swarm energy 
conservation mechanism and the new population POP(k+1) 
is generated. In the update process, the new personal best 
Pbest(k+1) is obtained through the non-dominated 
comparsion between the current particles and historical 
personal best. Random mutation is applied to the new 
population to generate the provisional population 
TempPOP2. After that, POP(k+1), TempPOP2 and NDSet(k) 
are combined and the new external non-dominated set 
NDSet(k+1) is generated through non-dominated comparison 
and adaptive grid based selection. Finally, the new global 
best Gbest(k+1) is obtained through adaptive grid based 
selection from the new external non-dominated set 
NDSet(k+1). 

SEC-MOPSO can be implemented according to the 
following steps: 

Step 1. Initialize the impact factors (c1, c2, u1 and u2), the 
inertia weight ( ω ) and the upper limit of evolutionary 
generations as MaxDT. Initialize the external non-dominated 
set NDSet and it is set to null. Initialize population POP(1) 
with m particles randomly in the defined space. Initialize the 
velocity of each particle as v and compute the whole swarm 
energy G. 

Step 2. Evaluate the swarm POP and compute the fitness of 
each particle in each dimension. 

Step 3. TempPOP1 is generated by non-dominated sorting 
of the current population. 

Step 4. Operate to the particles in the first sub-swarm of  
TempPOP1. Update the velocity and the position of the 
particle according to the standard PSO equations. And 
compute the swarm energy 1G  of this layer. Update the 
personal best Pbest according to the relationship of Pareto 
dominance between the current particles and historical 
personal best. 

 
Fig 2.  Structure of SEC-MOPSO 

Step 5. Operate to the particles in the rest of sub-swarms of 
TempPOP1 except for the first sub-swarm. Update the 
velocity and the position of the particle according to the 
swarm energy conservation mechanism. The energy loss of 
the first sub-swarm is compensated by the particles in the rest 
sub-swarms through the weighted coefficient in the velocity 
to keep the energy conservation of the whole swarm. Update 
the Pbest according to the relationship of Pareto dominance 
between the current particles and historical personal best. 

Step 6. Generate the provisional population TempPOP2 
through random mutation strategy. 

Step 7. Combine NDSet, POP and TempPOP2, and update 
NDSet through non-dominated comparison and adaptive grid 
based selection. 

Step 8. Obtain Gbest from the NDSet. 
Step 9. Check the termination condition and end the loop if 

the condition is satisfied; or set k = k+1 and go to Step 2. The 
termination condition is the number of evolutionary 
generations reaches the upper limit of evolutionary 
generations (MaxDT). 

 

III. SIMULATION AND RESULT 

A. Test functions and parameters 
Theories research of multi-objective optimization problem 

still has some aspects to be further studied, but the 
performance of the proposed algorithm can be analyzed 
through some simulation experiments. E. Zitzle [8] presents 
several test functions which are appropriate for 
multi-objective optimization problem and have been widely 
used. This paper selects Schaffer2 [9], Kursawe [10], ZDT1, 
ZDT3, ZDT6 [8] as test functions.  

The performance comparison of MOPSO with NSGA2, 
micro-GA and PAES was discussed by C.A.C. Coello [6].  In 
the paper, SEC-MOPSO and MOPSO which are both based 
on PSO are compared with same parameters such as learning 
factor and inertia constant in order to verify the performance 
of the algorithms more accurate. 

Convergence and diversity are two conflicting problems 
which are unavoidable issues in multi-objective optimization 
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algorithm. Improving diversity will inevitably result in 
deterioration of convergence, and vice versa. Therefore, K. 
Deb [11] argues that the effectiveness of solutions of 
multi-objective optimization algorithm can be estimated 
through the following two aspects: 

1) Convergence of Performance Index GD (Generational 
Distance) 

The solutions generated by algorithm can approximate the 
true Pareto front. 
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where n is the number of individuals in non-dominated set, di 
is a distance between the individual i in non-dominated set 
and the individual which is the nearest one from i on Pareto 
front. 

2) Distribution of Performance Index SP (Spacing) 
It is better for the description of the true Pareto front that 

the diversity of population is preservation. 
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Here, n is the number of individuals in non-dominated set, 
the index di which is in the objective function space is the 
distance between individual i in non-dominate set and other 

individual which is nearest from i, and 
−
d  is the mean value of 

di. 
The algorithm parameters and initial conditions are listed 

in TABLE I. Besides, in PSO update equations, the 
parameters can be set as follow: c1=c2=0.5, ω linearly 
decreases from 0.8 to 0.4. The algorithm runs 10 times to 
obtain the mean value and variance. 

TABLE I.  VALUES OF PARAMETERS 

Test 
Function Population Size Number of 

Iterations 
Sch 100 100 
Kur 200 300 

ZDT1 100 100 
ZDT3 100 200 
ZDT6 100 500 

B. Results and discussion 
Fig.3, Fig.4, Fig.5, Fig.6 and Fig.7 show the comparison of 

Pareto front produced by MOPSO and SEC-MOPSO for 
different test functions, respectively. In these figures, the 
value of objective function f1 is the abscissa and the value of 
objective function f2 is the ordinate. Icon“+” and icon“．” 
represent the final Pareto front produced by MOPSO and 
SEC-MOPSO, separately. 

As shown in Fig.3, the optimal Pareto fronts got by 
SEC-MOPSO and MOPSO for test function Schaffer2 are all 
have good distribution. In Fig.4, the optimal Pareto fronts got 
by SEC-MOPSO and MOPSO for test function Kursawe are 
have good distribution in the range of f1>-17, while the 
optimal Pareto front got by SEC-MOPSO is under the front 
got by MOPSO obviously and has better performance in 
distribution in the range of f1<-17. The optimal Pareto fronts 
got by SEC-MOPSO and MOPSO for test function ZDT1 are 
all have good distribution as shown in Fig.5. In Fig.6, the 

optimal Pareto front got by SEC-MOPSO is under the front 
got by MOPSO obviously and has better performance in 
distribution for test function ZDT3. In Fig.7, the optimal 
Pareto front got by SEC-MOPSO is under the front got by 
MOPSO obviously for test function ZDT6 and the optimal 
results of SEC-MOPSO have better performance in uniform 
distribution of solution space for target function on the 
whole. 
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Fig 3.   Pareto front for the test function Schaffer2 
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Fig 4.   Pareto front for the test function Kursawe 
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Fig 5.   Pareto front for the test function ZDT1 
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Fig 6.   Pareto front for the test function ZDT3 
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Fig 7.   Pareto front for the test function ZDT6 

In order to further illustrate the effectiveness and 
feasibility of the algorithm, the convergence of performance 
index GD and the distribution of performance index SP on 
different test functions are given in TABLE II and TABLE 
III. 

TABLE II.  CONVERGENCE OF PERFORMANCE INDEX 

Test Function 
Mean Value Variance 

MOPSO SEC-MOPS
O MOPSO SEC-MOPS

O 
Sch 0.00074 0.00049 0.00000 0.00000 
Kur 0.02163 0.01352 0.00042 0.00021 

ZDT1 0.00150 0.00050 0.00000 0.00000 
ZDT3 0.02078 0.01189 0.00000 0.00000 
ZDT6 0.00408 0.00341 0.00000 0.00000 

TABLE III.  DISTRIBUTION OF PERFORMANCE INDEX 

Test 
Function 

Mean Value Variance 
MOPSO SEC-MOPSO MOPSO SEC-MOPSO 

Sch 0.05818 0.04023 0.00046 0.00009 
Kur 0.09131 0.09455 0.00098 0.00072 

ZDT1 0.01043 0.00571 0.00001 0.00000 
ZDT3 0.00515 0.00445 0.00000 0.00000 
ZDT6 0.00848 0.00776 0.00002 0.00000 

 
As one can see, the algorithm performance of MOPSO is 

little worse than SEC-MOPSO when using the Schaffer, 
Kursawe and ZDT1 functions. While for the functions of 
ZDT3 and ZDT6, the experimental results show that 
SEC-MOPSO compared to MOPSO has much better 
performance in convergence and distribution. 
 

IV. CONCLUSION 
This paper has presented an approach called SEC-MOPSO 

which extends the swarm energy conservation PSO 
(SEC-PSO) algorithm to handle multi-objective optimization 
problems. The mechanism of swarm energy conservation is 
used to update the velocity and position of particles. In 
SEC-MOPSO, on the one hand, the strategy that search 
oriented in PSO is used to increase the convergence pressure 
and rate; on the other hand, non-dominated sorting method, 
adaptive grid mechanism, elitism mechanism and random 
mutation strategy are incorporated into the algorithm to 
preserve the diversity of solutions. The performance of 
SEC-MOPSO and MOPSO is evaluated on different test 

functions, respectively. The results show that SEC-MOPSO 
has better performance than MOPSO in convergence and 
distribution. 
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