
  
Abstract—In this paper, we investigate exact solutions of 

time-fractional KdV equations by using generalized 
Kudryashov method (GKM). The time-fractional KdV 
equations can be reduced to nonlinear ordinary differential 
equation by transformation. Subsequently, GKM has been 
performed to obtain exact solutions of time-fractional KdV 
equations and we attain some new solutions such as soliton 
solutions and hyperbolic function solutions. Furthermore, we 
note that this method is a generalized form of classical 
Kudryashov Method. 
 

Index Terms—Time-fractional KdV equations, generalized 
kudryashov method, soliton solutions, hyperbolic function 
solutions. 
 

I. INTRODUCTION 
Partial differential equations are prevalently used as 

models to identify numerous physical occurrences and have a 
very crucial role in many sciences. Korteweg-de Vries (KdV) 
equation, which is one type of partial differential equations, 
has been utilized to define a wide range of physical 
phenomena as a model for the evolution and interaction of 
nonlinear waves. It was derived as an evolution equation that 
conducting a one-dimensional, small amplitude, long surface 
gravity waves propagating in a shallow channel of water [1]. 
Subsequently, the KdV equation has occurred in a lot of other 
physical sciences such as collision-free hydromagnetic 
waves, stratified internal waves, ion-acoustic waves, plasma 
physics, lattice dynamics [2]. Some theoretical physical 
occurrences in the quantum mechanics domain are expressed 
by means of a KdV model. It is utilized in fluid dynamics, 
aerodynamics, and continuum mechanics as a model for 
shock wave formation, solitons, turbulence, boundary layer 
behaviour, and mass transport [3]. 

The enquiry of exact solutions to nonlinear fractional 
differential equations have a very crucial role in several 
sciences such as physics, viscoelasticity, signal processing, 
probability and statistics, finance, optical fibers, mechanical 
engineering, hydrodynamics, chemistry, solid state physics, 
biology, system identification, fluid mechanics, electric 
control theory, thermodynamics, heat transfer and fractional 
dynamics [4]-[6]. Exact solutions of fractional differential 
equations has been considered by using many methods such 
as the extended trial equation method [7], the modified trial 
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equation method [8], [9], a multiple extended trial equation 
method [10] and the modified kudryashov method [11], [12]. 

The generalized fractional KdV equation is given as 
following 

 
( ) ( ) ( ) ( ), ,

, ,
mu x t u x t

u x t u g x txxxt x

α β

α βε ν
∂ ∂

+ + =
∂ ∂

⎡ ⎤⎣ ⎦       (1) 

 
For 0,0 , 1t α β> < ≤ , where ,ε ν are constants 

0,1,2m = and α and β are parameters describing the order of 
the fractional time and space-derivatives, respectively. If 

0, 1m m= = and 2m = , (1) turns into the linear fractional 
KdV, nonlinear fractional KdV and fractional modified KdV 
(mKdV), respectively. The function ( ),u x t  is supposed to 
be a casual function of time and space, i. e. vanishing for 

0t < and. In case of 1α =  and 1β = , (1) convert into the 
classical mKdV equation [13]. 

Our purpose in this study is to present the exact solutions 
of time-fractional KdV equations [3]. In Chapter 2, we 
introduce the explanation of recommended method. In 
Chapter 3, as implementations, we find exact solutions of 
nonlinear time-fractional KdV equation [14]-[18] 
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And time-fractional mKdV equation [13] 
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       (3) 

 
where α  is a parameter describing the order of the fractional 
derivative.  
 

II. THE GENERALIZED KUDRYASHOV METHOD 
Recently, some authors have investigated Kudryashov 

method [19]-[21]. But, in this work, we try to constitute 
generalized form of Kudryashov method. 

We consider the following nonlinear partial differential 
equation with fractional order for a function u  of two real 
variables, space x and time t : 

 
( ), , , , , 0.P u D u u u ux xx xxxt

α =                   (4) 

           
The basic phases of the generalized Kudryashov method is 

explained as follows: 
Step 1. First of all, we must get the travelling wave 
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solution of (1) as following form: 
 

( , ) ( ), ,
[1 ]

tu x t u kx
αλη η
α

= = −
Γ +

       (5) 

 
where k and λ  are  arbitrary constants. Eq. (1) was 
converted into a nonlinear ordinary differential equation of 
the form: 
 

( , , , , ) 0,N u u u u′ ′′ ′′′ =                (6) 
 
where the prime indicates differentiation with respect to .η  

Step 2. Suggest that the exact solutions of (4) can be 
written as following form: 
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where Q  is 1

1 eη±
. We note that the function Q  is solution 

of equation given as following [19] 
 

2 .Q Q Qη = −                                (8) 

 
Taking into consideration (5), we obtain 
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Step 3. Under the terms of proposed method, we suppose 

that the solution of (4) can be explained in the form of 
following: 

 
2

0 1 2
2
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To calculate the values M and N  in (9) that is the pole 

order for the general solution of (4), we progress 
conformably as in the classical Kudryashov method on 
balancing the highest order nonlinear terms in (4) and we can 
determine a formula of M  and N . We can receive some 
values of M  and N . 

Step 4. Replacing (5) into (4) provides a polynomial ( )R Ω  
of Ω . Establishing the coefficients of ( )R Ω  to zero, we 
acquire a system of algebraic equations. Solving this system, 
we can describe λ  and the variable coefficients of 

0 1 2 0 1 2, , , , , , , , ,N Ma a a a b b b b . In this way, we attain the 
exact solutions to (4). 

 

III. APPLICATIONS TO THE TIME-FRACTIONAL KDV 
EQUATIONS 

In this chapter, we seek the exact solutions of nonlinear 
time-fractional KdV equation and time-fractional mKdV 
equation by using generalized Kudryashov Method. 

Example 1: We handle the travelling wave solutions of (2) 
and we perform the transformation ( , ) ( )u x t u η=  and 

,
[1 ]

t
kx

αλ
η

α
= −

Γ +
 where k  and λ  are constants. Then, 

integrating this equation with respect to η  and substituting 
the integration constant to zero, we reach, 

 
2 33 0.u ku k uλ ′′− + + =                   (12) 

 
Putting (7) and (10) into (12) and balancing the highest 

order nonlinear terms of u ′′  and 2u  in (12), then the 
following formula is procured 

 
2 2 2 2.N M N M N M− + = − ⇒ = +             (13) 

 
If we choose 1M =  and 3N = , then 
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In attempt to obtain the exact solution of (2), if we take 
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and embed (17) into (14), we obtain the following solution of 
(2) 

( )

( ) ( )3 3

3

3

2

2
2 20

0 1 1 0

2 (1 ) 2 (1 )

3

2
1

(1 )

0 1

2 (1 )

1 1 16 2
3 3

1 1

12

1,
1

1

k t k tkx kx

kkx

k tkx

k b k b b k b b

e e

k b

eu x t

b b

e

α α

α

α α

α
α

α

+ +
Γ + Γ +

+
Γ +

+
Γ +

⎛ ⎞ ⎛ ⎞
⎜ ⎟ ⎜ ⎟− + − + −⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟± ±⎝ ⎠ ⎝ ⎠

⎛ ⎞
⎜ ⎟− ⎜ ⎟⎜ ⎟±⎝ ⎠=

⎛ ⎞
⎜ ⎟+ ⎜ ⎟⎜ ⎟±⎝ ⎠

     (18)                   

                    
Using several simple transformations to this solution, we 

get new exact solutions to (2), 

( ) ( ) 2

1 1 1
1

, tanh ,
3

u x t K k x tαλ= − −⎡ ⎤⎡ ⎤⎣ ⎦⎢ ⎥⎣ ⎦
           (19) 

316

International Journal of Modeling and Optimization, Vol. 4, No. 4, August 2014
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Fig. 1. Graph of the solution (19) corresponding to the values 

0.05, 0.95α α= =  from left to right when 1, 8 8, 0 1.k x t= − < < < <  
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Fig. 2. Two dimensional graph of the solution (19) corresponding to the 

values 0.05, 0.95α α= =  from left to right when 1, 8 8, 1.k x t= − < < =  

 
Example 2: We take the travelling wave solutions of (3) 

and we implement the transformation ( ) ( ),u x t u η=  and 

[ ]1

t
kx

αλ
η

α
= −

Γ +
 where k  and λ  are constants.  

Then, integrating this equation with respect to η and 
embedding the integration constant to zero, we obtain, 
 

3 32 0.u ku k uλ ′′− + + =                  (21) 
 

Putting (7) and (10) into (21) and balancing the highest 
order nonlinear terms of u ′′ and 3u in (21), then the 
following formula is procured 
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If we choose 1M =  and 2N = , then  
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The exact solutions of (3) are obtained as the following; 
Case 1: 

 

 
Fig. 3. Graph of the solution (28) corresponding to the values. 
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When we substitute (26) into (23), we get the following 

solution of (3) 
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Using several simple transformations to this solution, we 

procure new exact solution to (3), 
 

( ) ( )1 1 2, tan ,u x t D i k x tαλ= −⎡ ⎤⎣ ⎦         (28) 

( ) ( )2 1 2, cot ,u x t D i k x tαλ= −⎡ ⎤⎣ ⎦          (29) 
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Case 2: 
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If we put (30) into (23), we obtain the following solution of 
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Applying several simple transformations to this solution, 
we gain new exact solution to (3), 
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Case 3: 
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When we replace (34) into (23), we obtain the following 

solution of (3) 
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Fulfilling several simple transformations to this solution, 
we get new exact solution to (3), 
 

( )5 1 2( , ) cot ,u x t D i k x tαλ= −⎡ ⎤⎣ ⎦                 (36) 

( )6 1 2 .( , ) tanu x t D i k x tαλ= −⎡ ⎤⎣ ⎦                (37) 

 

 
Fig. 4. Graph of the solution (36) corresponding to the values. 

 
 0.05, 0.85α α= =  from left to right when 
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Case 4: 
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If we embed (38) into (23), we find the following solution 

of (3) 
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Implementing several simple transformations to this 

solution, we procure new exact solution to (3), 
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Case 5: 
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0 0 1 0 2 0 1 0, 2 , 2 , 2 , 2 .a ikb a ikb a ikb b b kλ= = − = = − = − (42) 

 
If we put (42) into (23), we gain the following solution of 

(3) 
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Fig. 5. Graph of the solution (40) corresponding to the values 0.05α =  and 

1k =  when 5 5, 0 1.x t− < < < <  
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Fulfilling several simple transformations to this solution, 

we attain new exact solution to (3), 
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Fig. 6. Graph of the solution (44) corresponding to the values 0.05α =  and 

1k =  when 5 5, 0 1.x t− < < < <  
 

We plot solution (19) of (2) in Fig. 1-2 and solutions (28), 
(36), (40) and (44) of (3) in Fig. 3-6, which shows the 
dynamics of solutions with suitable parametric choices. 

Remark. The solutions of (2) and (3) were found by using 
generalized Kudryashov method, have been checked by 
means of Mathematica Release 9. To our knowledge, these 
solutions of (2) and (3) that we obtained in this paper, are 
new and are not shown in the previous literature. 

IV. CONCLUSIONS 
The Kudryashov method facilitates us in the obvious 

manner to produce solitary wave solutions for a broad 
classification of nonlinear partial differential equations. 
Previously, many scientists have considered Kudryashov 
method. But, in this paper, we try to establish generalized 
form of Kudryashov method. This type of method will be 
newly submitted to literature to construct exact solutions of 
nonlinear fractional differential equations. 

According to these data, we can deduce that GKM plays a 
crucial role to reach analytical solutions of nonlinear 
fractional differential equations. Additionally, we note that 
this method is highly influential and confidential in terms of 
inventing new solutions such as soliton and hyperbolic 
function solutions. We believe that the proposed method can 
also be applied to other nonlinear fractional differential 
equations. 
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