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Abstract—Link prediction is a very well studied problem as 

it has applications in many different areas. Many algorithms 

have been presented in the literature for the Link prediction 

problem. The general for of the problem is that given the 

topology of graph G at a certain time t, we need to predict the 

topology of the graph G at time t’ where t’ > t assuming that 

the number of nodes does not change. The techniques used for 

Link prediction are categorized into three types: Nodes based 

techniques, Link based techniques and Path based techniques. 

Then there are other techniques that use meta-approaches 

such as.....which are based on the basic techniques. In this 

paper we conduct a survey of all the existing Link Prediction 

techniques to the best of our knowledge and perform an 

experimental comparison of these techniques. We use real 

social network data for the testing.  

 

Index Terms—Link prediction, social networks. 

 

I. INTRODUCTION 

A Social network consists of a group of people and 

connections between them. These connections can be any 

type of social link that makes a relationship between two 

people. This relationship can be represented by nodes and 

links. Social networks are popular way to model the 

interactions among the people in a group or community. 

Social networks are highly dynamic in nature. They grow 

and change as time changes. They can be visualized as 

graphs, where a vertex corresponds to a person in some 

group and an edge represents some form of association 

between the corresponding persons. The associations are 

usually driven by mutual interests that are intrinsic to a 

group.  New nodes may appear in the network and new 

edges may appear to show new interaction in the network. 

Link Prediction is a very important problem that is an aspect 

of Social network analysis. The nodes in a sociogram are 

linked in a complex web of relationships that change over 

time.  These relationships emerge, strengthen and decay as a 

result of individual‟s positions in the network, their 

behaviour and the influence of the environment. Predicting 

changes to a social network is called the link prediction 

problem. Link prediction problem is usually described as a 

task to predict how likely a link exists between an arbitrary 

pair of nodes. Link prediction is the problem of identifying 

whether a link exists between two objects. There are many 

application areas where Link prediction is applicable. In the 

area of internet and web science, tasks like automatic web 

hyperlink creation, website hyper-link prediction. Link 
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prediction is used to build recommendation systems in e-

commerce. The other applications are in bibliography, 

library science and de-duplication. The link problem has 

been more formally defined as both the identification of 

unobserved links in a current network or as a time series 

problem where the task is to predict which links will be 

present in the network at a time t + 1 given the state of a 

network at time t. Link prediction can be described as such 

two questions. First, given a network at some point, can we 

get the new interactions among its members which are more 

likely to happen second, can we infer some missing 

interlinks which can not be observed in the network, though 

they have some real connections Liben-Nowell and 

Kleinberg [1] proposed a model for link prediction based on 

node similarity. There are several categories of node 

similarity, one is the neighbourhood based similarity like 

common neighbors of two nodes, the other one is path based 

similarity like shortest path distance of two nodes. So Link 

Prediction can be categorized into two classes: (1) Problem 

of identifying existing yet unknown links. (2) Predicting 

links that may appear in the future.  

In this paper, we are interested in predicting links that 

may appear in the future. The Link Prediction problem can 

be formally aefined as follows: Given a snapshot of the 

topology of a social network at time t, we need to predict 

the topology of the graph G at time t‟ where  

t‟ > t assuming that the number of nodes does not change. It 

is assumed that the edges do not carry any weights. 

There have been numerous techniques proposed for Link 

Prediction problem. The techniques may be based on Graph 

theoretic approach, Statistical approach, Supervised learning 

approach, Clustering. In this paper, we perform an 

experimental comparison of the different Link Prediction 

techniques. In this study, we test the performance of the 

different techniques based on the Precision. The paper is 

divided into the following sections: Section I contains the 

Introduction, Section II contains the Background, Section 

III contains the Experiments, Section IV consists of the 

Results and Analysis and Section V consists of the 

Conclusion and future work.  

 

II. BACKGROUND 

Liben-Nowell and Kleinberg [1] proposed one of the 

earliest link prediction models that works explicitly on a 

social network. Every vertex in the graph represents a 

person and an edge between two vertices represents the 

interaction between the persons. The association are usually 

driven by mutual interests that are intrinsic to a group. 

Multiplicity of interactions can be modelled explicitly by 

allowing parallel edges. The predictors designed for Link 
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Prediction can be broadly classified into three categories, 

namely, predictors based on graph distance, predictors 

based on node neighbourhoods and predictors based on path 

topology. The predictors can be viewed as techniques used 

to measure the „proximity‟ or „similarity‟ between two 

nodes x and y relative to the network topology. Some 

common approach in predicting links with the help of graph 

topology is based on the following common behaviour: It is 

observed that people who are close in the network have 

friends in common and travel in similar circles. They are 

more likely to connect in the near future. The graph 

theoretic approach is divided into three categories: 

Techniques based on Node neighbourhood, Path based 

techniques and Distance based techniques.  

A. Graph Distance Predictor 

The basic approach for measuring node proximity in 

social network by measuring the graph distance between 

them i.e. we find the pairs (x, y) by the length of the shortest 

path connecting them in graph. So shortest path predictor 

selects a random subset of distance-two pairs. 

B. Predictors Based on Node Neighborhoods 

This method is based on the idea that the two nodes x and 

y are likely to form a link in the future if their sets of 

neighbours have x  and y have large overlap. An degree (x, 

y) is more likely to form if edges(x, z) and (z, y) are already 

present for some z. 

C. Common Neighbors [2]  

Is a Node Neighborhood based technique. For two nodes, 

x and y, the size of their common neighborhood is defined 

as x y , where x  is the set of neighbours of x and y  is 

the set of neighbours of y. This technique is based on the 

intuition that if there is a node that is connected to x as well 

as y, then there is high probability that vertex x be connected 

to vertex y. Thus, as the number of common neighbours 

grow higher, the probability that x and y have link between 

them increases. In other words two nodes x and y are more 

likely to have a link if they have many common neighbors. 

Newman [1] has computed this quantity in the context of 

collaboration Networks and used this predictor to compute 

the possibility that two authors will collaborate in the future 

in co-authorship networks. 

D. Jaccard Coefficient [3]  

This was proposed by Jaccard and it presents a 

normalized form of Common Neighbor technique. It is 

based on the logic that a judgement cannot be made simply 

based on the Common Neighbors, but a Normalized value 

should be taken. Jaccard Coefficient normalizes the size of 

common neighbors as below: 

Jaccard-coefficient (x, y) = 
( ) ( )

( ) ( )

r x r y

r x r y




 

It defines the probability that a common neighbour of a 

pair of vertices x and y would be selected if the selection is 

made randomly from the union of the neighbour-sets of x 

and y. So for high number of common neighbors, the score 

would be higher. 

E. Adamic/Adar [4]  

This technique was firstly proposed for the metric of 

similarity between two web pages. It calculates the 

probability when two personal homepages are strongly 

related. It computes features that are shared among nodes 

and then defines the similarity between them. In case of 

Link Prediction in Social networks using only topological 

information, the features are Neighbours. This predictor 

depress the power of high-degree common neighbors 

because that high-degree nodes are usually stars of the 

network and the nodes connected with these stars may 

hardly know each other. For this first the features of the 

pages are computed and then the similarities are defined. 

 

Score(x, y):  ( ) ( )1/ log ( )z r x r y r z   

 

So Adamic/Adar weighs the common neighbors with 

smaller degree more heavily. 

F. Preferential Attachment [5] 

 Is based on the fact that the probability that a new edge is 

added to the network with node x as an endpoint is 

proportional to x , that is the number of neighbours of x. If 

we consider the neighbourhood size as feature value, then 

multiplication can be an aggregation function, which is 

named as preferential attachment score: 

 

Score(x, y) = x , y   

G. Katz [6]  

This technique defines a measure that searches for the set 

of all paths from x to y node and sums them or it defines the 

measure that directly sums over collection of the paths, 

exponentially damped by length to count short path more 

heavily. Where paths 
1

,x y
 

 are the set of all length – l paths 

from x to y, and â is a pre-defined constant. 

Score (x, y): =
1

1

1 ,i paths x y
 



  

H. Hitting Time [7] 

Hitting Time is designed in context of random walks on a 

graph. A random walk on graph starts at a node x and 

iteratively moves to a neighbour of x chosen uniformly at 

random from the set Гx. The hitting time Hx, y from x to y is 

the expected number of steps required for a random walk 

starting at x to reach y. If hitting time is less, it means nodes 

are similar to each other. So chances are more to have link 

in future.  

I. Commute time [8] 

This is calculated as Score (x, y)= Hx, y + Hy, x,  Hitting 

Time metric is not symmetric so for undirected graph, 

Commute time can be used. 

J. Rooted Pagerank [9]  

It is used for web-page ranking and has inherent 

22

International Journal of Modeling and Optimization, Vol. 4, No. 1, February 2014



relationship with the hitting time. So pagerank value can 

also be used as a feature of link prediction. It measures the 

Score (x, y) as the stationary probability of y in a random 

walk that returns to x with probability in each step and 

probability (1- α) that it will move to a different neighbour. 

The pagerank is the attribute of single vertex so there is 

need to modify so that it can show similarity between pair 

of vertices.  

K. LRW and SRW [10]  

These are techniques that use the concept of local random 

walks. Local Random walk is a technique with lower 

computational complexity compared to Random Walk with 

Restart or Average Commute Time. Random walk is a 

Markov chain describing the sequence of nodes visited by a 

random walker. The process can be described by P 

(Transition Probability Matrix), where Px, y presents the 

probability that the random walker staying at node x will 

walk to y in the next step. Px, y = ax, y/kx, where ax, y =0 is x 

and y are not connected and ax, y = 1 if x and y are connected. 

The term kx denotes the degree of the node x. LRW is the 

abbreviation for local random walk and SRW is t for 

supervised random walk. One problem that may occur in 

LRW is that x and y may be close to each other, but there is 

a chance that the random walker may go too far from x and 

y. In this case the closeness between x and y may be 

incorrectly estimated. SRW uses the concept of 

continuously releasing the walkers at the starting point, 

resulting in a high similarity between target node and the 

nearby nodes.  

L. Simrank [11] 

 Simrank is based on the following : If two neighbours 

are so close to each other that they should be joined by an 

edge, then Similarity Score (x, y) is calculated as:  

( ) ( ) ( , )

( ) ( )

x b y Similarity a b
y

a b

 

 

 
 

 

III.  EXPERIMENTS 

We perform a comparison of all the techniques that have 

been presented in the previous section. To perform the tests, 

we used the Epinion [12] data. Epinion is a general 

consumer review website where members post their review 

for large range of products and belongs to the who-trusts-

whom category of online social networks. The network has 

75,879 nodes and 508837 edges. The diameter of the graph 

is 13.  

To perform the experiments, we create a test data by 

removing 10% of the edges from the graph, which is a 

normal practice in Social network analysis. We test twelve 

existing Link Prediction Techniques to perform the 

comparison. The techniques compared are Node 

Neighbourhood, Jaccard‟s Co-efficient, Adamic/Adar, 

Hitting Time, Preferential Attachment, Katz, SimRank, 

Commute Time, Normalized Commute Time, LRW, SRW 

and Rooted Pagerank. We vary the value of â for Katz and 

the value of á for Rooted Pagerank.   To measure the 

performance, we calculate the Precision of each technique. 

The precision is the ratio of the correct edges identified to 

the total number of edges identified by the technique. To 

perform the comparison, we implemented the techniques 

using C++ programming language and gcc compiler. The 

platform used was a Intel Core2Duo processor with 4 GB 

RAM and 2 GHz processor speed.  

It is observed from the results in Table I that LRW 

algorithm shows the best performance. However, Node 

Neighbourhood, Jaccard‟s Coefficient and SRW are also 

close. The performance of Katz and Rooted Pagerank show 

a huge difference when the values of the â are varied. But 

overall we can conclude that LRW shows best performance 

among all the Link prediction techniques.  

 

TABLE I: PERFORMANCE OF VARIOUS LINK PREDICTION TECHNIQUES 

No. Techniques Precision 

1 Node Neighbourhood 16.4 

2 Jaccard‟s Coefficient 15.8 

3 Adamic/Adar 15.1 

4 Hitting Time 5.9 

5 Preferential Attachment 7.1 

6 

Katz (â = 0.01) 6.4 

Katz (â = 0.001) 11.9 

Katz (â = 0.0001) 17.8 

7 Sim Rank 15 

8 Commute Time 4.6 

9 Normalized Commute Time 5.1 

10 LRW 18.2 

11 SRW 16.7 

12 

Rooted Pagerank (á = .01) 9.7 

Rooted Pagerank (á = .1) 13.9 

Rooted Pagerank (á = .5) 18.3 

 

 
Fig. 1. Graph representing the performance of various link prediction 

techniques. 

 

IV.  CONCLUSION AND FUTURE WORK 

We compared 12 techniques for Link Prediction on a real 

dataset. It was observed that many of the techniques 
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performed well, but LRW shows the best performance. 

Rooted Pagerank with α = 0.5 is close, but the performance 

of Rooted Pagerank varies a lot with different values of α. 

Thus, we need a very good estimate of the value of α that 

needs to be used in the technique to make a good prediction. 

As we can conclude from the results, there is still a scope of 

improvement in the performance and new techniques need 

to be designed to improve the Precision to close to 100%.  
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