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Abstract—In this study, the concept of Homotopy analysis method (HAM) is briefly introduced. Furthermore, some non-linear problems are handled and the solutions of these problems are given using HAM, DTM, ADM methods and the convergence of the solution is shown to the exact solution. Additionally, the three methods are compared and it is observed that the HAM is more less efficient and effective than the ADM and DTM in accordance to the exact solution. In the end, some of the numerical solutions of two examples are presented and the results are shown in graphs and figures.

Index Terms—Homotopy analysis method, differential transform method, adomian decomposition method, auxiliary linear operator, embedding parameter, deformation equation.

I. INTRODUCTION

The analytical solutions of non-linear problems having strong non-linearity are often difficult to obtain without using the program such as Mathematica, Mapple or software. On semi-analytical methods, the convergence of the solution series most of the time depends on the physical parameters. When the non-linearity is strong, these semi-analytical approaches, often gives unsatisfactory results. The solution of this type of the problems which gives the opportunity to control the region of the convergence and the speed of the solution series. Homotopy analysis method (HAM) is given by Shijun Liao [1]-[5] in 1992. At the same time, this method is the generalization of the non-perturbative method given earlier such as Adomian decomposition method [6], [7]-[11], Lyapunov artificial small parameter method [12], d-expansion method [13], differential transform method [1], [8], [14], [15] and homotopy perturbation method [16]. In other words, this can be thought as a theory of generalized or combined of the previous methods.

II. DESCRIPTION OF THE HOMOTOPY ANALYSIS METHOD

The homotopy analysis method is generally semi-analytical approach which is used in order to obtain the series solutions of different types of the non-linear equations [3]-[5]. This method used to find the solutions of algebraic equations, ordinary differential equations, integro-differential equations and so on. Unlike the perturbation methods, homotopy analysis method is independent from small / large physical parameters and also it is not important whether the small / large physical parameters of the problem contains or not for the implementation of the method [17], [18].

Differently from the whole, perturbation methods and the classical non-perturbative methods, the homotopy analysis method provides the possibility to control the region of convergence of the series solution. Homotopy analysis method uses the homotopy that one of the basic concepts of topology similar to homotopy perturbation method [16]. The continuous transformation is formed which carry out the initial approach to the complete solution in order to solve the given equation. The auxiliary linear operator may be chosen to create this type of continuous transformation. Additionally, the auxiliary parameter is used in order to ensure the convergence of the series solution. Thus the difficult non-linear problem is converted making use of the homotopy analysis method to the simple linear sub-problem having infinite number.

For instance, consider a differential equation

\[ A[u(t)] = 0 \]  

(2.1)

where \( A \) is a non-linear operator, \( t \) denotes the time, and \( u(t) \) is an unknown variable. Let \( u_0(t) \) is the initial approximation of \( u(t) \) and \( L \) is an auxiliary linear operator having the property

\[ Lf = 0 \text{ when } f = 0. \]  

(2.2)

We then construct the so-called homotopy

\[ H[\phi(t; q); q] = (1 - q)L[\phi(t; q) - u_0(t)] + qA[\phi(t; q)]; q \]  

(2.3)

where \( q \in [0,1] \) is an embedding parameter, \( \phi(t; q) \) is the homotopy function. When \( q = 0 \) and \( q = 1 \) then we have

\[ H[\phi(t; q); q]_{q=0} = L[\phi(t; 0) - u_0(t)] \]

And

\[ H[\phi(t; q); q]_{q=1} = A[\phi(t; 1)] \]

Respectively. Using (2.2), it is clear that \( \phi(t; 0) = u_0(t) \) is the solution of the equation

\[ H[\phi(t; q); q]_{q=0} = 0 \]

And similarly \( \phi(t; 1) = u(t) \) is also the solution of the equation.
III. EXAMPLES

Example 3.1. Let us consider the equation

\[ y' = \frac{y \cdot \cos x}{1 + 2y^2} \]

Which subject to the initial condition \( y(0) = 1 \).

A. Application of Homogeneity Analysis Method

Considering the equation above, then we get

\[ y'(1 + 2y^2) - y \cdot \cos x = 0 \]  \hspace{1cm} (3.1.1)

which subject to the initial condition \( y(x_0) = 1 \).

Additionally let us define the auxiliary linear operator

\[ L[\phi(x;q)] = \frac{\partial \phi(x;q)}{\partial x} \]

and non-linear operator as

\[ N[\phi(x;q)] = \frac{\partial \phi(x;q)}{\partial x} - 2x[\phi(x;q)]^2 \]

And selected the initial condition \( y_0(x) \). Thus, we write the zero-order deformation equation as

\[ (1-q) \cdot L[\phi(x;q) - y_0(t)] = q \cdot h \cdot H(x) \cdot N[\phi(x;q)] \]

Providing for \( q = 0 \), then \( \phi(x;0) = y_0(x) \)

And also for \( q = 1 \), then \( \phi(x;1) = y(x) \)

where \( q \in [0,1] \) is an embedding parameter, \( h \) is an auxiliary parameter and \( H(t) \neq 0 \) is an auxiliary function respectively.

On the other hand, let us consider the equations

\[ y_m(x) = \frac{1}{m!} \frac{\partial^m \phi(x;q)}{\partial q^m} \bigg|_{q=0} \]

\[ \phi(x,q) = \phi(x;0) + \sum_{m=1}^{\infty} y_m(x) \cdot q^m, \quad y_n(x) = \{y_0(x), y_1(x), \ldots, y_n(x)\} \]

And \( m \)-th order deformation equation

\[ L[V_m(t) - x_m V_{m-1}(t)] = hH(t)R_m(V_{m-1}) \]

which subject to the initial condition \( y_m(0) = 1 \)

Then we may set up the equation

\[ R_m[\tilde{y}_{m-1}(x)] = y_{m-1}'(x) \cdot \]

\[ [1 + 2 \sum_{i=0}^{m-1} y_i(x) \cdot y_{m-1-i}(x)] - y_{m-1}(x) \cdot \cos x \]

Given the different value of \( m \) of 1, 2, 3, ... respectively, then the iterative solutions are obtained as follows

\[ y_0(x) = 1 \]

\[ y_1(x) = 1 - h \cdot \sin x \]

\[ y_2(x) = 1 + \left[ \frac{4h^2 + h^4}{4} - (2h^2 + 2h) \cdot \sin x - \left( \frac{4h^2 + h^4}{4} \right) \cdot \cos(2x) \right] \]

B. Application of Differential Transform Method

Let us consider the same equation (model equation) as

\[ y' + 2y' \cdot y^2 - y \cdot \cos(x) = 0 \]  \hspace{1cm} (3.1.2)

Applying the differential transformation method to the equation (3.1.2), then

\[ Y(k+1) = \frac{1}{k+1} \left[ \sum_{r=0}^{k} Y(r) \cos(k-r) - 2 \left[ \sum_{r=0}^{k} \left( \sum_{r=0}^{k} \frac{(r+1)}{(r+1)} \right) Y(r) \right] Y(k-r) \right] \]

is obtained. Thus the iterative solution may be calculated for \( k = 0, 1, 2, \ldots \) as follows

\[ Y(1) = \frac{1}{3}, \quad Y(2) = \left( \frac{1}{9} + \frac{3 \cos 1}{22} \right), \ldots \]

Substituting these values in (3.1.3), then the series solution is gained as

\[ y(x) = 1 + \sum_{i=1}^{\infty} \left( \frac{1}{9} + \frac{3 \cos 1}{22} \right) x^2 + \ldots \]

C. Application of Adomian Decomposition Method

Let us calculate the approximate solution of the differential equation

\[ y = \cos(x) \cdot y - 2y^2 \cdot y' \]

By using Adomian decomposition method which subject to the initial condition \( y(0) = 1 \).

This equation is represented as an operator form as below

\[ L_x u = \cos(x) u - 2u^2 u_x = \cos(x) u - 2N(u) \]  \hspace{1cm} (3.1.4)

where \( L_x = \frac{\partial}{\partial x} \) and \( N(u) = u^2 u_x \) is the non-linear term.

Since the inverse of \( L_x \) is an integral operator defined by

\[ L_x^{-1} = \int_0^x \left( \right) \ dx \]

And applying this inverse operator to both sides of the equation (3.1.4), then

\[ L_x^{-1} \left[ L_x (u) \right] = L_x^{-1} \left[ \cos(x) u - 2u^2 u_x \right] \]

\[ = L_x^{-1} \left[ \cos(x) u - 2N(u) \right] \]
(3.1.5) \( u(x) = u_0(x) + L_{x}^{-1}\left[\cos(x)u - 2N(u)\right]. \) 

(3.1.6) 

\[
\begin{align*}
A_0 &= F(u_0) \\
A_1 &= u_1 F'(u_0) \\
A_2 &= u_2 F'(u_0) + \frac{1}{2} u_1^2 F''(u_0) \\
A_3 &= u_3 F'(u_0) + u_1 u_2 F''(u_0) + \frac{1}{3!} u_1^3 F'''(u_0) \\
A_4 &= u_4 F'(u_0) + \left( \frac{1}{2!} u_1^2 + u_1 u_2 \right) F''(u_0) + \frac{1}{4!} u_1^4 F^{(4)}(u_0) \\
F''(u_0) &= \frac{1}{2} u_1^2 F''(u_0) + \frac{1}{4!} u_1^4 F^{(4)}(u_0) + \frac{1}{6} u_1^3 F'''(u_0) + \cdots
\end{align*}
\]

(3.1.7) 

is obtained.

Since \( N(u) = u^3 u_s = \sum_{n=0}^{\infty} A_n \), then the first five terms of the Adomian polynomials \( A_n \) can be written as 

\[
\begin{align*}
u_0(x) &= 1 \\
u_{k+1}(x) &= L_{x}^{-1}\left[\cos(x)u_k - 2A_k\right], \quad k \geq 0
\end{align*}
\]

(3.1.8)

Thus the recurrence relation of the equation (3.1.6) may be written as follows:

Using the recurrence relation (3.1.8) then, the first five terms of the Adomian Decomposition is found as 

\[
\begin{align*}
u_0(x) &= 1 \\
u_1(x) &= \int_0^x \cos(x)u_0 - 2A_0 \, dx = \sin(x) \\
u_2(x) &= \int_0^x \left( \cos(x)u_1 - 2A_1 \right) \, dx = \frac{\sin(x)^2}{2} \\
u_3(x) &= \int_0^x \left( \cos(x)u_2 - 2A_2 \right) \, dx = \frac{\sin(x)^3}{6} \\
u_4(x) &= \int_0^x \left( \cos(x)u_3 - 2A_3 \right) \, dx = \frac{\sin(x)^4}{24} \\
\vdots
\end{align*}
\]

Therefore the solution using ADM is obtained as 

\[
u(x,t) = \sum_{n=0}^{\infty} u_n(x,t) = u_0 + u_1 + u_2 + u_3 + u_4 + \cdots
\]

\[
= 1 + \sin(x) + \frac{\sin(x)^2}{2} + \frac{\sin(x)^3}{6} + \frac{\sin(x)^4}{24} + \cdots
\]

O the other hand, the analytical solution of the given equation is calculated as 

\[
\ln |y| + y^2 = \sin x + 1
\]

It is very interesting that the analytic solution of this equation is exactly the same of approximate solution by coincidence. Now let us compare, the approximate solution of non-linear differential equation by using homotopy analysis method (HAM), differential transform method (DTM) and Adomian decomposition method (ADM) with exact solution for \( x = 0.1 \) and depicts the figures in two and three dimensional graphics.

Three-dimensional graphics of the solutions are shown as follows

Example 3.2. Let us consider the equation

\[y' = 2xy^2\] 

(3.2.1)

which subject to the initial condition \( y(0) = 1 \).

D. Application of Homotopy Analysis Method

If we select the initial approach \( y_0(x) = x^2 + 1 \) and
additionally define the auxiliary linear operator
\[ L[\phi(x;q)] = \frac{\partial \phi(x;q)}{\partial x} \] and non-linear operator as
\[ [\phi(x;q)] = \frac{\partial \phi(x,q)}{\partial x} [1 + 2[\phi(x;q)]^2] - \phi(x,q) \cdot \cos x \]
then, we write the following, zero-order deformation equation
\[ (1 - q) \cdot L[\phi(x;q) - y_i(t)] = q \cdot h \cdot H(t) \cdot N[\phi(x;q)] \]
providing
\[ q = 0 \text{, then } \phi(x;0) = y_0(x) \]
and also
\[ q = 1 \text{, then } \phi(x;1) = y(x) \]
where \( q \in [0,1] \) is an embedding parameter, \( h \) is an auxiliary parameter and \( H(t) \neq 0 \) is an auxiliary function respectively.

On the other hand, let us consider the equations
\[ \phi(x,q) = \phi(x,0) + \sum_{m=1}^{\infty} y_m(x) \cdot q^m, \]
\[ \sum_{m=1}^{\infty} y_m(x) = \{y_0(x), y_1(x), \ldots, y_n(x)\} \]
deformation equation
\[ L[V_m(t) - \chi_nV_{m-1}(t)] = hH(t)R_m(\tilde{V}_{m-1}) \]
then, we may set up the equation
\[ R_m[\tilde{y}_{m-1}(x)] = y_{m-1}'(x) - 2x \cdot \sum_{i=0}^{m-1} y_i(x) \cdot y_{m-1-i}(x) \]
which subject to the initial condition \( y_m(0) = 1 \). Given the different value of \( m \), then the iterative solutions are obtained as follows
\[ y_0(x) = x^2 + 1 \]
\[ y_1(x) = 1 - hx^4 - \frac{h}{3} x^6 \]
\[ y_2(x) = 1 - 2hx^2 - (h^2 + h + 1)x^4 + \left(\frac{h^2 - h}{3}\right) x^6 + 2h^2 + 8x^8 + \frac{2h^2}{15} x^{10} \]
Application of Differential Transform Method Let us consider the same equation (model equation) as
\[ y' = 2xy^2 = 0 \]
\[ y(k+1) = \frac{1}{k+1} \left[ \frac{k}{r} \cdot \cos(k-r) - 2 \left[ \frac{k}{r} \left( \frac{k}{r+1} \right) \cdot \cos(k-r) \right] \right] (3.2.3) \]
E. Application of Adomian Decomposition Method
Let us calculate the approximate solution of the differential equation \( y' = 2xy^2 \) by using Adomian decomposition method subject to the initial condition \( y(0) = 1 \). This equation is represented as an operator form such as
\[ L_y = 2xu^2 = 2xN(u) \]
where \( L_x = \frac{\partial}{\partial x} \) and \( N(u) = u^2 \) is the non-linear term.
Since the inverse of \( L_x \) is an integral operator defined by
\[ L^{-1}_x = \int_0^x \ldots \] 
And applying this inverse operator to both sides of the equation (3.2.4), then
\[ L^{-1}_x \left[ L_x(x) \right] = L^{-1}_x \left[ 2xu^2 \right] = L^{-1}_x \left[ 2xN(u) \right] \]
\[ u(x) = u_0(x) + L^{-1}_x \left[ 2xu^2 \right] = u_0(x) + L^{-1}_x \left[ 2xN(u) \right] \]
is obtained.
Since \( N(u) = u^2 = \sum_{n=0}^{\infty} A_n u^n \), then the first five terms of the Adomian polynomials \( A_n \) can be written as
\[ A_0 = F \left( u_0 \right) \]
\[ A_1 = u_1 F \left( u_0 \right) \]
\[ A_2 = u_2 F \left( u_0 \right) + \frac{1}{2} u_1^2 F'' \left( u_0 \right) \]
\[ A_3 = u_3 F \left( u_0 \right) + u_1 u_2 F'' \left( u_0 \right) + \frac{1}{3!} u_1^3 F''' \left( u_0 \right) \]
\[ A_4 = u_4 F \left( u_0 \right) + \left( \frac{1}{2!} u_2^2 + u_1 u_3 \right) F'' \left( u_0 \right) + \frac{1}{4!} u_1^4 F^{(4)} \left( u_0 \right) \]
(3.2.7)
Thus the recurrence relation of the equation (3.2.6) may be written as follows
\[ \left\{ \begin{array}{l} u_0(x) = 1 \\ u_{k+1}(x) = L^{-1}_x \left[ 2xu_k \right] \end{array} \right. \]
Using the recurrence relation (3.2.8) then, the first five terms of the Adomian decomposition are found as

\[ u_0 = 1 \]
\[ u_1 = \frac{x}{0} \left( \int 2xu_0^2 \right) dx = \frac{x}{0} \left( \int 2xu_0^2 \right) dx = x^2 \]
\[ u_2 = \frac{x}{0} \left( \int 2xu_1^2 \right) dx = \frac{x}{0} \left( \int 2xu_1^2 \right) dx = x^4 \]
\[ u_3 = \frac{x}{0} \left( \int 2xu_2^2 \right) dx = \frac{x}{0} \left( \int 2xu_2^2 \right) dx = x^6 \]
\[ u_4 = \frac{x}{0} \left( \int 2xu_3^2 \right) dx = \frac{x}{0} \left( \int 2xu_3^2 \right) dx = x^8 \]

On the other hand, the analytical solution of the given equation is calculated as

\[ y = (1-x^2)^{-1} \]

Here, again the analytic solution of given equation is exactly the same of approximate solution by coincident. Now let us compare, the approximate solution of non-linear differential equation by using Homotopy analysis method (HAM), Differential transform method (DTM) and Adomian decomposition method (ADM) with exact solution for \( x = 0.1 \) and are depicts the figures in two and three dimensional graphics.

Three-dimensional graphics of solutions are shown as follows

IV. CONCLUSION

Unlike all previous analytic techniques, the Homotopy analysis method provides us with great freedom to express solutions of a given non-linear problem by means of different base functions. Therefore we can approximate a non-linear problem more efficiently by choosing a proper set of base functions. This is because the convergence region and rate of series are chiefly determined by the base functions used to express the solution.

Therefore, most of the time this method gives the best approximation compare to the exact solution as well as the other approximation methods concern. We need again only focus on choosing proper initial approximations, auxiliary linear operators, auxiliary functions and proper values of \( h \) to ensure that solution series convergence.
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