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Abstract—In this paper we consider interval estimation for the Poisson means. The following confidence intervals are considered: Wald CI, Score CI, Score continuity correction CI, Agresti and Coull CI, Bayes Wald CI, Bayes Score CI, and Bayes Score continuity correction CI. Each interval is examined for its coverage probability and its expected lengths. Based on this simulation; we recommend Score CI and the Wald CI for the small n and the larger n respectively.

Index Terms—Bayes estimators, poisson distribution, interval estimation.

I. INTRODUCTION

Estimation is one of the main branches of statistics. They refer to the process by which one makes inference about a population, based on information obtained from a sample. Statisticians use sample statistics to estimate population parameter. For example; sample means are used to estimate population mean; sample proportions, and to estimate proportions. An estimate of population parameters may be expressed in two ways: point and interval estimate. A point estimate of a population parameter is a single value of a statistic, for example, the sample mean \( \bar{x} \) is a point estimate of the population mean \( \mu \). Similarly, the sample proportion \( p \) is a point estimate of the population proportion \( P \). An interval estimate is defined by two numbers, between which a population parameter is to lie, for example, \( a < \bar{x} < b \) is an interval estimate of the population mean \( \mu \). It indicates that the population mean is greater than a bit less than b. Statisticians use a confidence interval to express the precision and uncertainty associated with a particular sampling method, for example, we might say that we are 95% confidence that the true population mean falls within a specified range. This is a confidence interval. It means that if we used the same sampling method to select different samples and compute different interval estimates, the true population mean would fall within a range defined by the sample statistic \( \pm \) margin of error 95% of the time.

In this paper, we compare seven method confidence interval (CIs) for the Poisson means, Poisson distribution is a discrete probability distribution. A poisson random variable \( X \) representing the number of successes occurring in a given time interval or a specified region of space. The probability distribution is

\[
P(X) = \frac{e^{-\lambda} \lambda^x}{x!}
\]

where \( x=0, 1, 2, \ldots \), e=2.71828 (but use your calculator’s e button), and \( \lambda \) = mean number of successes in the given time interval or region of space.

Confidence interval (CI) of Poisson means that popular is

\[
\hat{\lambda} \pm z_{\alpha/2} \sqrt{\frac{\hat{\lambda}}{n}}
\]

and \( z_{\alpha/2} \) is the 100(1–\( \alpha/2 \)) percentile of the standard normal distribution. This formula, we call Wald method, it is easy to present and compute but it has poor coverage properties for small n. Brown [1] showed that Wald CI is actually far too poor and unreliable and the problem are not just for small n. [2] showed that Wald CI suffers from a series systematic bias in the coverage. Therefore, the other researcher is present any method for solve this problem; see [3]-[5], [6]. We have known that common method used maximum likelihood estimator. So, we require to developed the CIs by Bayes estimator with Wald CI, Score CI and Score continuity correction CI which the prior distribution of \( \lambda \) is assumed to be gamma distribution with \( \alpha \) and \( \beta \) parameters. [7] showed that the optimal values of \( \alpha \) and \( \beta \) are their value provide \( \alpha \beta \) closed to the \( \lambda \) parameter. The \( \alpha \) value is always higher than the \( \beta \) value, the \( \alpha \) lies between 4.0 and 5.0.

II. THE CONFIDENCE INTERVALS

1) Create random variable that has Poisson distribution.
2) Compute interval estimation for a Poisson distribution seven methods:
   - Wald CI
     \[
     \hat{\lambda} \pm z_{\alpha/2} \sqrt{\frac{\hat{\lambda}}{n}}.
     \]  
   - Score CI
     \[
     \left( \frac{n\hat{\lambda} + z^2/2}{n} \right) \pm \frac{z}{\sqrt{n}} \sqrt{\frac{\hat{\lambda} + z^2/4}{4n}}.
     \]  
   - Score continuity correction CI
     \[
     \left( \frac{2n\hat{\lambda} + Z^2 - 1}{2n} \right) \pm Z \sqrt{\frac{Z^2 + 4n\hat{\lambda}}{2n}}.
     \]  
   - Agresti and Coull CI
     \[
     \left( \frac{X + z^2/2}{n} \right) \pm \frac{z}{\sqrt{n}} \sqrt{\frac{X + z^2/4}{4n}}.
     \]  
   - Bayes Wald CI
     \[
     \hat{\lambda} \pm z_{\alpha/2} \sqrt{\frac{\hat{\lambda}}{n}}.
     \]
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Bayes Score CI
\[ \left( \frac{\hat{\lambda} + z^2/2}{n} \pm z\sqrt{\frac{z^2 + 4\hat{\lambda}}{4n}} \right) \]. \quad (6)

Bayes Score continuity correction CI
\[ \left( \frac{2\hat{\lambda} + Z^2 - 1}{2\hat{n}} \mp Z\sqrt{\frac{Z^2 + 4\hat{\lambda} + 2}{2\hat{n}}} \right) \]. \quad (7)

Note that for (a)-(c) \( \hat{\lambda} = \bar{x} \); \( \hat{\lambda} \) is well known to be the MLE of \( \lambda \), and \( z \) is the \( 100(1-\alpha/2) \) percentile of the standard normal distribution.

For (e)-(g) \( \hat{\lambda} = \frac{\alpha + X}{n\beta + 1} \) and \( \hat{n} = n\beta + 1 \).

\( \hat{\lambda} \) is Bayes’ estimator of Poisson mean, and \( X \) is number of successes occurring in a given time interval or a specified region of space.

III. SIMULATION RESULTS
The performance of the estimated coverage probabilities of the confidence interval (a)-(f) and their expected lengths were examined via Monte Carlo simulation. Data were generate from Poisson distribution with \( \lambda = 1, 2, 3, 4, 5 \) and sample size \( n = 10 \) to 100. All simulations were performed using programs written in the R Statistical software, repeated 1,000 times in each case at level of significance \( \alpha = 0.01, 0.05, \) and 0.10. The simulation results are shown in Figure 1-2 and Table 1.

Fig. 1 show that the coverage probability of the Wald CI, Score CI, Agresti and Coull CI, and Score continuity correction CI for fixed \( \lambda = 3 \) and variable \( n \) from 10 to 100. Naively, are may expect that the coverage probability gets systematically near the nominal level as the sample size \( n \) increases.

Fig. 2. Show that the coverage probability of the alternative intervals with bayes estimator gives the coverage probability upper nominal level.
In addition, the expected lengths of the score CI and the Wald CI are much shorter than the other CIs when $n$ are small and larger respectively. The expected length increase as the value $\lambda$ gets larger (e.g. For Score CI, $n=10$ and $\alpha = 0.05$; $0.23284$ for $\lambda = 1$; $0.327333$ for $\lambda = 3$; and $0.482786$ for $\lambda = 5$). Moreover, when the sample size increase, the expected length is shorter (e.g. For Score CI, $\lambda = 1$ and; $0.23284$ for $n=10$; $0.102252$ for $n=50$; and $0.072279$ for $n=100$).

IV. CONCLUSIONS

Our main objective is to compare the CIs under different situation; we compare the performance of all the CIs described above under various situations and three different confidence levels $\alpha = 0.05, 0.01, 0.10$. We found that, Wald CI is below the nominal level, but it has smallest expected length for $n$ are small ($n<30$), Score CI, Score corrected continuity CI, Agresti and Coull CI are above the nominal level and they have expected length slightly higher Wald CI. Three alternatives with Bayes estimator have a higher CI and they are similar with each other and do a good job, so, we recommend Score CI and the Wald CI for the small $n$ and the larger $n$ respectively.
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