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Abstract—This paper designs and implements an augmented 

reality based game of air hockey. It presents a new approach for 

playing the game using physical mallets and a virtual puck, with 

the help of low cost hardware devices. The motivation behind 

the paper is to provide a similar game experience even after 

introducing the virtual elements. This is achieved by keeping 

the mallet in the physical space while tracking it using a 

real-time camera, providing haptic and auditory feedback, and 

simulating the dynamics of a real air hockey table. It also 

provides interesting enhancements like playing the game over a 

distance and extending the game for more than two players. 

This also offers a major cost reduction over traditional air 

hockey. 

 
Index Terms—Games, machine vision, user interfaces, 

virtual reality,  

 

I. INTRODUCTION 

Air Hockey is a game with a mass appeal with respect to 

both casual and professional formats [1]. To play a game of 

air hockey, one needs an air hockey table, a puck and two 

mallets (or paddles). Additionally, some sort of machinery is 

required to create an air cushion for reducing friction. The 

objective of the game is to score points by putting the puck in 

the opponent's goal with the help of the mallet. 

Nowadays, the methods for human computer interaction 

are becoming more natural [2] with the help of 

unconventional devices, cameras and tangible user interfaces. 

Such devices may eventually act as a replacement for the 

traditional ways of controlling the computer. This has had an 

impact in the development of modern day game controllers as 

well. The use of an interactive tabletop projection-vision 

system, as discussed in [3], presents many highly interesting 

possibilities while creating a whole new gaming experience. 

Here, we present a low cost air hockey system using 

projectors and screens to insert computer generated imagery 

into the real environment. The players can interact with these 

virtual objects to play a game of air hockey. Each player uses 

his mallet to strike the virtual puck and defend its goal. These 

custom made mallets are tracked with the help of web 

cameras. The movement of the puck is controlled by running 

a physics simulation of the game. Auditory and haptic 

feedback is provided when the puck hits the mallets and table 

rails based on the simulation calculations. 

A non-conventional table-like display for Air Hockey is 

discussed in [4]. This method does not require any special or 

costly hardware. But, it uses mice as the medium of input 

which does little to enhance the gaming experience. An 

augmented reality game of Air Hockey is proposed by [5]. 
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This system achieves a better 3-dimensional visualisation of 

the game objects. However, the player needs to wear the head 

mounted displays (HMDs) hampering the experience. In this 

paper, stress is laid upon preserving the existing game-play. 

Players are able to play conventionally even in this new 

format.  Another advantage of the method proposed is the 

provision for auditory and haptic feedback, while keeping a 

low cost factor by eliminating any complicated hardware. 

Section II describes the hardware setup and the design of 

the mallet. The vision and tracking algorithm is presented in 

section III. Section IV specifies the software implementation 

of the project and describes the parameters for the simulation. 

In section V, the various advantages offered by this method 

over traditional air hockey are discussed. Finally, section VI 

concludes the paper and discusses areas for further 

improvements. 

 

II. HARDWARE SETUP 

The following sections discuss the various hardware 

components required for playing a game of air hockey. 

A. Mallets 

The mallets are made out of nylon. Their design is based 

on the real mallets used in a traditional game of air hockey. 

These mallets are hollow and can be opened from the handle 

or the base to place the electronic components inside. 

The mallet design is given in Fig. 1. Each mallet consists 

of 5 LEDs, a vibration motor, a wireless module and a battery 

as discussed in the following sections. 

 

 
Fig. 1. Mallet design and placement of LEDs. The image on the left is the cut 

section of the mallet, while the top view is shown on the right specifying the 

position of LEDs. The dimensions are given in 102 m (mm). 

 

1) LED Pattern: The periphery has been equally divided 

to place 4 white LEDs i.e. two adjacent LEDs subtend a right 

angle at the centre, while the centre of the handle has a red 

LED. These are chosen to be of different colours in order to 

differentiate between them for tracking the mallet. These 

LEDs are placed such that at least 2 LEDs on periphery or the 

centre LED is visible when the mallet is held with various 

types of grips as shown in Fig. 2. This helps in uniquely 

identifying the location of the mallet. 
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Fig. 2. Various types of grips. (a) shows the most commonly used grip in 

competitive play. Another popular grip is shown in (b) used by most 

non-professional players for recreational play. 

 
2) Vibration Motor: To provide haptic feedback, a coin 

vibration motor with 1G force of acceleration is placed inside 
the mallet as shown in Fig. 1. It gives a jerk sensation to the 
player in case of collisions.  

3) Wireless Module: Whenever the mallet collides with 
the puck according to the simulation, the wireless module 
receives the signals sent from the computer, which are used to 
give pulses to vibration motor. More details on this is 
provided in the later sections. For this purpose, a low cost 2.4 
GHz transceiver has been used.  

B. Web Camera 

Two web cameras are mounted above the table to track the 

mallets. Each camera covers one side of the table. It has a 

high frame rate of 60Hz to reduce the time lag, for real time 

processing. 

C. Projection Screen 

A table top projection system as discussed in [4] has been 

adopted with a mirror beneath the table to magnify the 

projected image. 

D. Computer 

A software has been designed to create the virtual game of 

air hockey on the computer. Its implementation is discussed 

in section IV. For the software, a laptop running Ubuntu 

10.04 with a 2.5 GHz Intel Core 2 Duo processor and 3GB 

memory has been used. 

 

III. VISION AND TRACKING 

The proposed method uses a simple, flexible and a 

cost-effective method for tracking the mallet using computer 

vision. The mallets are held by the players as in a traditional 

game. They are tracked with the help of the visible LED 

pattern using web cameras. 

Every frame from the input video stream is converted from 

RGB to HSV colour space. Suitable colour regions are 

extracted to identify probable LED regions. The resultant 

binary image is eroded and then dilated for noise reduction. 

Centroid for each region is then computed to locate the 

position of LEDs. Finally, the centre of the mallet is then 

located. The vision and tracking system flow is given in Fig. 

3. The following sections discuss these operations in detail. 

A. Identifying the LED Regions 

The mallet consists of 2 types of LEDs, namely red and 

white. In order to extract these LED regions under varying 

outdoor conditions, the RGB image is first converted to HSV 

colour space, which is suitable for colour identification. 

The 8-bit input frame from the video stream is first 

converted to floating point format and scaled to 0 to 1. The 

conversion equation is given as follows.  

 

 
 

Fig. 3. Tracking and vision system flow 
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After applying the given equation, the values for Satuation 

(S) and Value (V) ranges from 0 to 1, while Hue (H) varies 

from 0 to 360. These values of V and S are scaled to 0 - 255 

and H is divided by 2 to get back an 8-bit image. This has 

been done solely for the convenience of the investigator. 

These values are then analysed for every pixel in the 

image. The pixel value is kept high if the values for H, S and 

V range from 0 to 255, 0 to 51, and 251 to 255, respectively. 

1) These values are chosen based on the experimental 
results in the operating environment. The output after these 
operations is a binary image containing probable LED 
regions. The binary images for Fig. 2 (a) and (b) are shown in 
Fig. 4.  
 

 
 

Fig. 4. Binary images for Fig. 2 

 

B. Noise Reduction 

In order to remove the noisy regions from the image, an 

image morphological algorithm [6] has been selected 

consisting of two steps – erosion for isolating individual 

elements, and dilation for expanding the area of the 

remaining pixels. It involves comparing each pixel in the 

image with its neighbours to add or remove that pixel. In this 

method, the pixels are classified as neighbours depending 

upon the shape and size definition of a kernel (see Fig. 5) or a 

structuring element. 
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Fig. 5. The erosion operation. Red circle denotes the anchor of the kernel. 

 

The erosion operation on binary image A by B is 

mathematically defined in (2).  

 

 (2) 

 

Here, A is the binary image and B is the kernel (or the 

structuring element). A-b represents the part of B completely 

contained in A. In erosion, when the anchor point (or origin) 

of B is moved inside A, only those pixels of A are retained 

which are completely contained in B.  

 

 (3) 

 

Similarly, (3) defines the dilation of A by B. This results in 

A having all the pixels of B whenever A contains some part of 

B as the origin of B is moved inside A. Graphical 

representation of the dilation operation is shown in  Fig. 6. 

 

 
 

Fig. 6. Graphical representation of the dilation operation in (3) 

 

A square kernel of size 5×5 has been chosen for both these 

operations, which resulted in optimal noise reduction as per 

the experimental results, as shown in Fig. 7.  

 

 
 

Fig. 7. Noise Reduction on Fig. 4. If the images in Fig. 4 (a) and Fig. 7 (a) are 

compared, it can be clearly observed that most noisy pixels have been 

eliminated. 

 

C. Locating the Mallet 

After identifying the LED regions, it is required to 

calculate their centroid to locate the actual position of the 

LEDs. This is calculated using the moment for each region in 

the image. Moment of order p+q for a region is computed 

using pixels' intensities according to the following formula.  

 

M pq = x pyqI(x, y)
y

å
x

å

where p,q = 0, 1, 2 ...

 (4) 

  In the above equation, x and y denote the particular pixel 

position with its intensity as I(x,y).  

 

x =
M10

M00

and y =
M01

M00

 (4) 

    

Next, the centroid is calculated using (4). It should be 

noted that M00 gives the area of the particular region.  

To isolate the red LED, the RGB to HSV converted image 

is taken. The ratio of pixels having S<50 and V>251, to the 

the total number of pixels in each region is computed. The 

region having the ratio greater than the threshold value, 

contains the red LED. In this case, the mallet can be located 

immediately. In Fig. 8, the centre of each region is denoted by 

the green dot. The red LED region is shown by a yellow 

circle. 

If 3 white LEDs are visible, as in Fig. 2 (b), the centre can 

be located by finding the mid-point of the longest chord. 

If only two white LEDs are visible, then we have two 

possible cases. Either, they are placed diametrically opposite 

or they are placed adjacent to each other, subtending a right 

angle at the centre. The former case can be easily identified if 

the distance between the LEDs is greater than a certain value 

(length of chord formed by adjacent LEDs; determined by 

calibration). In the later case, the centre is found out by 

identifying a right triangle with one vertex on the locus of 

points equidistant from the LEDs as shown in Fig. 9 (b). 

 

 
 

Fig. 8. Location of the visible LEDs. Green dots are the centres of each 

region. The minimum enclosing circle for a region is represented in red. The 

yellow circle shows the red LED. 

 

 
Fig. 9. Noise Reduction on Fig. 4. If the images in Fig. 4 (a) and Fig. 7 (a) are 

compared, it can be clearly observed that most noisy pixels have been 

eliminated. 

 

IV. IMPLEMENTATION 

Apart from tracking the mallet, there were four main 

activities needed to be performed by the software viz., 

simulation of the rigid body dynamics for the movement of 

the puck, providing a graphical interface for the game, 

playing the required sound effects, sending the required 

signals to the wireless modules of the mallets for providing 
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haptic feedback. In Fig. 10, the schematic diagram of the 

entire system is shown. 

A. Platform 

The game has been written in C++, using the 

openFrameworks Toolkit [7]. ``openFrameworks" is a 

cross-platform toolkit designed for creative coding. It is 

written to be both cross platform (PC, Mac, Linux, iPhone) 

and cross compiler. It wraps together several libraries like 

openGL for graphics, rtAudio for audio, freeImage for 

images and quicktime for video playing and sequence 

grabbing, which makes it well suited for the air hockey 

application. It provides the basic infrastructure for the 

development of the game interface. It also provides for option 

of including Box2D physics engine and OpenCV add-ons, 

more details on which is given in the later sections. 

B. Rigid Body Dynamics 

In order to remove the noisy regions from the image, an 

image morphological algorithm [6] has been selected 

consisting of two steps – erosion for isolating individual 

elements, and dilation for expanding the area of the 

remaining pixels. It involves comparing each pixel in the 

image with its neighbours to add or remove that pixel. In this 

method, the pixels are classified as neighbours depending 

upon the shape and size definition of a kernel or a structuring 

element. In order to provide an experience similar to the 

traditional game of air hockey, real-world parameters for 

size, mass, friction and restitution have been taken into 

consideration. These values are used by the physics engine 

for an accurate simulation of the rigid body dynamics of the 

physical objects in the game. The various parameters are 

given as follows: 

The Table: The dimensions of the United States 

Air-Table-Hockey Association for tournament play approved 

8' ProStyle hockey table [8] have been adopted. The width 

and length of the table are taken as 1.3 m (51½'') and 2.5 m 

(99½'') respectively. 

Mallets: The mass parameter is taken as 142 g. The 

diameter of mallets is 100 mm. 

Puck: The mass of the puck is 42 g and it is 82 mm in 

diameter. 

A simulation scaling factor has been adopted with respect 

to the screen resolution in order to map the physical objects in 

the physics engine onto the display screen. Since the table 

spans the entire horizontal resolution of the screen, the 

scaling factor is defined as follows.  

 

SF =
Width of the Air HockeyTable (m)

Horizontal Resolution (pixels)
 (6) 

 

For the physics simulation, the Box2D [9] addon for 

openFrameworks has been used. Box2D is a free and open 

source 2-dimensional physics simulator engine written in 

platform independent C++. The given parameters are used by 

this engine for a better simulation of the game. Box2D's 

collision detection and resolution system consists of three 

pieces: an incremental sweep and prune broadphase, a 

continuous collision detection unit, and a stable linear-time 

contact solver. These algorithms allow efficient simulations 

of fast bodies and large stacks without missing collisions or 

causing instabilities. Thus, making it a good choice for the air 

hockey application. With the help of the physics engine, it 

has been possible to simulate the air cushion of a traditional 

air hockey table. The slightly uneven air flow causes the puck 

to spin in certain scenarios, which is reflected in the 

simulation as well. 

C. Computer Vision 

The vision and tracking algorithms are implemented using 

the OpenCV library [10],[11] originally developed by Intel. It 

is a cross-platform library, written in C and C++. It consists 

of functions spanning many areas in computer vision. It 

provides implementations of many general purpose and 

specialised image and video processing algorithms used in 

the project. It also provides input-output routines for opening 

and saving video capture from the web camera.  

D. Auditory and Haptic Feedback 

For auditory feedback, sound effects are played depending 

on the different combinations objects colliding and their 

relative velocities. This is calculated by the simulation done 

by the physics engine. There are different types of sound 

effects with varying intensities to give a realistic effect.   

A simple force feedback is provided on the mallet using 

the vibration motors whenever there is a contact between the 

mallet and the puck. A signal from the computer is sent to the 

respective mallet through the wireless module.  

 
Fig. 10. Schematic diagram of the system 

 

V. ADVANTAGES OVER TRADITIONAL FORMAT 

A game of virtual air hockey can offer a more enriching 

game experience using animations and sound effects based 

on various events occurring in the game. Thus, making it 

possible to present the game in a real-arcade format. These 

enhancements are not possible with a traditional air hockey 

table. 

Using this system, a game of air hockey can be played over 

a network with the players separated geographically. This 

concept is discussed in [12]. Also, this method can easily be 

used to extend the a game to a four player game without 

altering the basic setup. 

The cost of an air hockey table is well over Rs. 1 Lakh 

[13]. In the proposed method, if we assume the computer as a 

generic commodity, the system offers over 60\% reduction in 

cost as compared to a traditional air hockey table. Hence, it 

can be seen as a viable replacement with respect to the cost 

factor as well. Further, if the projector can be eliminated with 

a customised solution, the cost can be reduced substantially.  
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VI. CONCLUSION 

In this paper, we have designed and implemented a low cost 

replacement for the traditional air hockey game. It allows the 

players to play the game in their natural styles while offering 

a better overall experience with help of the virtual elements. 

It uses computer vision to provide an intuitive method of 

interacting with the computer. 

The methods used for haptic feedback are primitive. A 

better mechanism for providing directional feedback can be 

investigated for a more realistic experience. In order to 

further reduce the cost of the project and make it more 

portable, a customised projection system can be devised 

instead of using the projector. 
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