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Abstract—This paper highlights the benefits of using 

simulation methods in the field of Bioinformatics. Common 

activities in bioinformatics include mapping and analyzing 

DNA and protein sequences, aligning different DNA and 

protein sequences to compare them and creating and viewing 

3-D models of protein structures. Paper concludes that there is a 

vast potential of saving time and money and also increase 

accuracy of prediction by using simulation on live data.  

 

Index Terms—Bioinformatics, simulation, decision making, 

modeling, challenges, benefits, sample data, cost of live data 

separated by commas.  

 

I. INTRODUCTION 

Bioinformatics is the application of statistics, mathematics 

and computer science to the field of biology. Its primary 

application is in the area of genomics and genetics involving 

large-scale DNA sequencing and biological data mining. It 

involves the creation and advancement of databases, 

algorithms, computational and statistical techniques and 

theories to solve formal and practical problems arising from 

the management and analysis of biological data. 

Initially bioinformatics was applied in the creation and 

maintenance of databases to store biological information 

such as nucleotide and amino acid sequences. These 

databases had design issues, complex interfaces to access 

existing data, submit new or revised data. Mapping and 

analyzing DNA and protein sequences, aligning DNA and 

protein sequences to compare them and creating and viewing 

3-D models of protein structures are some of the general 

activities carried out in bioinformatics. 

The primary goal of bioinformatics is to increase the 

understanding of biological processes. To effectively study 

how normal cellular activities are altered in different 

disease states, the biological data is arranged in a way so as to 

form a comprehensive picture of various biological activities. 

Major research efforts in the field include sequence 

alignment, gene finding, genome assembly, gene expression 

analysis, protein structure alignment, protein structure 

prediction, protein-protein interactions, genome-wide 

association studies, drug design, drug discovery and the 
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modeling of evolution. 

A. Major Areas in Bioinformatics: 

1) Genome Sequencing technologies 

2) Protein structure prediction and optimization 

3) High throughput image analysis 

4) Gene Expression analysis 

5) Mutation and sequence aberration analysis 

6) Systems biology, gene and metabolic networks 

7) Protein docking 

8) Clinical data management 

Over the past few decades rapid developments in genomic, 

molecular research technologies and in information 

technologies have combined to produce enormous amount of 

information related to biological data including protein and 

gene databases, model organism databases, annotation 

databases, bio-molecular interaction databases, microarray 

data, scientific literature data, and much more [1]. Current 

efforts are focused on representation, integration, analysis 

and interpretation of the available knowledge and data. 

Research is directed towards background information and 

broader coverage of recent developments in the field of 

knowledge-based systems and data-analysis approaches, and 

their applications to deal with issues that arise from the 

increase of biological data in genomic and proteomic 

research. 

 

II. PROBLEM DEFINITION  

There is an abundance of data in the field of 

bioinformatics. But the data lacks information about it. This 

lack of information leads to insufficient gold standard data 

for appropriate testing of existing and novel algorithms. This 

leads to huge investment in generation of control data. 

Biological data being multivariate, generation/collection of 

control data is generally laborious, time consuming and 

prone to errors due to non-controllable factors. 

The Challenges faced at the time of collecting the data can be 

enlisted as follows:  

1) Identification of candidate and its availability is a 

     major limiting factor.  

2) Bioinformatics being a diverse subject, collective 

    availability of interdisciplinary data is a rarity or     

    non-existent. 

3) Too many parameters to consider, some of which 

     might be unknown. 

4) Availability of resources like suitable lab, reagents, 

    scanners, robots and other specialized hi tech    

    instruments. 

5) Vendors and supply chain constraint in developing or 

     under developed countries. 
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6) Availability of appropriately skilled human resource 

    with sufficient experience. 

7) Task of setting up a lab with given limited budget. 

8) Maintenance of lab adds heavily to the cost 

 

III. METHODOLOGY ADAPTED 

A. Use of Simulation 

Simulation is the imitation of some real thing, state of 

affairs, or process. The act of simulating something generally 

entails representing certain key characteristics or behaviors 

of a selected physical or abstract system. In computer science 

terms it is the technique of representing the real world by a 

computer program; "a simulation should imitate the internal 

processes and not merely the results of the thing being 

simulated". It is the imitative representation of the 

functioning of one system or process by means of the 

functioning of another (a computer simulation of an 

industrial process). Examination of a problem often not 

subject to direct experimentation by means of a simulating 

device 

Simulation is used in many contexts [2], such as simulation 

of technology for performance optimization, safety 

engineering, testing, training, education, and video games. 

Training simulators include flight simulators for training 

aircraft pilots. Simulation is also used for scientific modeling 

of natural systems or human systems in order to gain insight 

into their functioning. Simulation can be used to show the 

eventual real effects of alternative conditions and courses of 

action. Simulation is also used when the real system cannot 

be engaged, because it may not be accessible, or it may be 

dangerous or unacceptable to engage, or it is being designed 

but not yet built, or it may simply not exist. 

Key issues in simulation include acquisition of valid 

source information about the relevant selection of key 

characteristics and behaviors, the use of simplifying 

approximations and assumptions within the simulation, and 

fidelity and validity of the simulation outcomes. A simulation 

is the manipulation of a model in such a way that it operates 

on time or space to compress it, thus enabling one to perceive 

the interactions that would not otherwise be apparent because 

of their separation in time or space. 

Computer simulation, a computer model, or a 

computational model is a computer program, or network of 

computers, that attempts to simulate an abstract model of a 

particular system. Computer simulations have become a 

useful part of mathematical modeling of many natural 

systems in physics (computational physics), astrophysics, 

chemistry and biology, human systems in economics, 

psychology, social science, and engineering. Simulations can 

be used to explore and gain new insights into new 

technology, and to estimate the performance of systems too 

complex for analytical solutions. 

B.  Model 

A model is a simplified representation of a system at some 

particular point in time or space intended to promote 

understanding of the real system. Modeling and Simulation is 

a discipline for developing a level of understanding of the 

interaction of the parts of a system, and of the system as a 

whole. 

A system is understood to be an entity which maintains its 

existence through the interaction of its parts. A model is a 

simplified representation of the actual system intended to 

promote understanding. Whether a model is a good model or 

not depends on the extent to which it promotes 

understanding. Since all models are simplifications of reality 

there is always a trade-off as to what level of detail is 

included in the model. If too little detail is included in the 

model one runs the risk of missing relevant interactions and 

the resultant model does not promote understanding. If too 

much detail is included in the model the model may become 

overly complicated and actually preclude the development of 

understanding. One simply cannot develop all models in the 

context of the entire universe. 

A simulation generally refers to a computerized version of 

the model which is run over time to study the implications of 

the defined interactions. Simulations are generally iterative in 

there development. One develops a model, simulates it, 

learns from the simulation, revises the model, and continues 

the iterations until an adequate level of understanding is 

developed. 

C.  Decision Making  

Decision making is the study of identifying and choosing 

alternatives based on the values and preferences of 

parameters. In decision making, alternative choices are stack 

ranked based on  

(1) Highest probability of success or effectiveness and  

(2) Best fits with our goals, objectives and so on. 

Decision making is the process of sufficiently reducing 

uncertainty and doubt about alternatives to allow a 

reasonable choice to be made from among them. This 

definition stresses the information-gathering function of 

decision making. It should be noted here that uncertainty is 

reduced rather than eliminated. Very few decisions are made 

with absolute certainty because complete knowledge about 

all the alternatives is seldom possible. Thus, every decision 

involves a certain amount of risk. If there is no uncertainty, 

you do not have a decision; you have an algorithm--a set of 

steps or a recipe that is followed to bring about a fixed result. 

It is a problem solving activity which is terminated when a 

good enough solution is found. 

Logical decision making is an important part of all 

science-based professions, where specialists apply their 

knowledge in a given area to making informed decisions. For 

example, medical decision making often involves making a 

diagnosis and selecting an appropriate treatment. Some 

research using naturalistic methods shows, however, that in 

situations with higher time pressure, higher stakes, or 

increased ambiguities, experts use intuitive decision making 

rather than structured approaches, following recognition 

primed decision approach to fit a set of indicators into the 

expert's experience and immediately arrive at a satisfactory 

course of action without weighing alternatives. 

A major part of decision making involves the analysis of a 

finite set of alternatives described in terms of some evaluative 

criteria. These criteria may be benefit or cost in nature. Then 

the problem might be to rank these alternatives in terms of 
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how attractive they are to the decision maker(s) when all the 

criteria are considered simultaneously. Another goal might 

be to just find the best alternative or to determine the relative 

total priority of each alternative (for instance, if alternatives 

represent projects competing for funds) when all the criteria 

are considered simultaneously.  

D.   Steps in Decision Making Based on Simulation Results 

1) Define the objective of the simulation exercise. 

Articulate it in a SMART form: Specific, Measurable, 

Achievable, Realistic, and Time. This will help in 

choosing the right search space and then a specific 

path. 

2) Use modeling to focus on a particular search space for 

the most desirable solutions. 

3) Simulate the parameters for all shortlisted alternatives 

from step2.  

a. List pros and cons of each alternative 

b. Organize the data observations for apple to apple  

       comparison to enable decision making. 

2) Once each solution is analyzed, ones with many pros 

are chosen and physical testing of these is to be done in a Lab. 

3) Actual and simulated result data sets to be compared.  

4) Iteratively learn from the step 5 and 6 to further fine 

tune the simulation model.  

 

IV. CASE STUDY 

A. Microarray experiment 

DNA micro - array technology is almost fifteen years old 

and still rapidly evolving. It is one of very few platforms 

capable of matching the scale of sequence data produced by 

genome sequencing. Applications range from detection of 

expression of gene, analyzing single base changes, SNPs, to 

detecting deletion or amplification of large segments of the 

genome, CGH. At present, its most widespread use is in the 

analysis of gene expression levels. When carried out globally 

on all the genes of an organism, this analysis exposes its 

molecular anatomy with unprecedented clarity.  

In basic research, it reveals gene activities associated with 

biological processes and groups genes into networks of 

interconnected activities. There have been practical 

outcomes, too. Most notably, large-scale expression analysis 

has revealed genes associated with disease states, such as 

cancer, informed the design of new methods of diagnosis, 

and provided molecular targets for drug development. At 

face value, the method is appealingly simple. An array is no 

more than a set of DNA reagents for measuring the amount of 

sequence counterparts among them RNAs of a sample. 

However, the quality of the result is affected by several 

factors, including the quality of the array and the sample, the 

uniformity of hybridizations process, and the method of 

reading signals. Errors, inevitable at each stage, must be 

taken into account in the design of the experiment and in the 

interpretation of results. It is here that the scientist needs the 

help of advanced statistical tools. 

B. Microarray 

A microarray is a multiplex lab-on-a-chip. It is a 2D array 

on a solid substrate (generally a glass slide or a silicon 

thin-film cell) that assays large amounts of biological 

material using high-throughput screening methods. A DNA 

microarray is a multiplex technology used in molecular 

biology. It consists of an arrayed series of thousands of 

microscopic spots of DNA oligonucleotides, called features, 

each containing picomoles of a specific DNA sequence, 

known as probes (or reporters). These can be a short section 

of a gene or other DNA element that are used to hybridize [2], 

[3]  a cDNA or cRNA sample (called target) under 

high-stringency conditions. Probe-target hybridization is 

usually detected and quantified by detection of fluorophore-, 

silver-, or chemiluminescence-labeled targets to determine 

relative abundance of nucleic acid sequences in the target. 

Since an array can contain tens of thousands of probes, a 

microarray experiment can accomplish many genetic tests in 

parallel. Therefore arrays have dramatically accelerated 

many types of investigation. 

DNA arrays are different from other types of microarray 

only in that they either measure DNA or use DNA as part of 

its detection system. They can be used to measure changes in 

expression levels, to detect single nucleotide polymorphisms 

(SNPs), copy number variations, DNA binding sites, or to 

genotype, or resequence mutant genomes. Microarrays also 

differ in fabrication, workings, accuracy, efficiency, and 

cost. Additional factors for microarray experiments are the 

experimental design and the methods of analyzing the data. 

The emergence of inexpensive microarray experiments 

created various specific bioinformatics challenges: 

1) Multiple levels of replication in experimental design 

(Experimental design) 

2) Number of platforms and independent groups and 

 data format (Standardization) 

3) Treatment of the data (Statistical analysis) 

4) Accuracy and precision  

(Relation between probe and gene) 

5) The sheer volume of data and the ability to share  

(Data warehousing) 

C. Experimental Design 

Due to the biological complexity of gene expression, 

experimental design is of critical importance if statistically 

and biologically valid conclusions are to be drawn from the 

data. There are three main elements to consider when 

designing a microarray experiment. First, replication of the 

biological samples is essential for drawing conclusions from 

the experiment. Second, technical replicates (more than one 

RNA samples obtained from each experimental unit) help to 

ensure precision and allow for testing differences within 

treatment groups.  

The technical replicates may be two independent RNA 

extractions or two aliquots of the same extraction. Third, 

spots of each cDNA clone or oligonucleotides are present as 

replicates (at least duplicates) on the microarray slide, to 

provide a measure of technical precision in each 

hybridization [2], [3]. It is critical that information about the 

sample preparation and handling is discussed, in order to help 

identify the independent units in the experiment and to avoid 

inflated estimates of statistical significance. 

D. Standardization 

Microarray data is difficult to exchange due to the lack of 
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standardization in platform fabrication, assay protocols, and 

analysis methods. This presents an interoperability problem 

in bioinformatics. Various grass-roots open-source projects 

are trying to ease the exchange and analysis of data produced 

with non-proprietary chips: 

For example, the "Minimum Information About a 

Microarray Experiment" (MIAME) checklist helps define the 

level of detail that should exist and is being adopted by many 

journals as a requirement for the submission of papers 

incorporating microarray results. But MIAME does not 

describe the format for the information, so while many 

formats can support the MIAME requirements, no format 

permits verification of complete semantic compliance. 

The "MicroArray Quality Control (MAQC) Project" is 

being conducted by the US Food and Drug Administration 

(FDA) to develop standards and quality control metrics 

which will eventually allow the use of MicroArray data in 

drug discovery, clinical practice and regulatory 

decision-making. 

The MGED Society has developed standards for the 

representation of gene expression experiment results and 

relevant annotations. 

E. Statistical Analysis: 

Microarray data sets are commonly very large, and 

analytical precision is influenced by a number of variables. 

Statistical challenges [4], [5] include taking into account 

effects of background noise and appropriate normalization of 

the data. Normalization methods may be suited to specific 

platforms and, in the case of commercial platforms, the 

analysis may be proprietary. 

Algorithms that affect statistical analysis include: 

 Image analysis: gridding, spot recognition 

 Data processing: background subtraction     

 Identification of statistically significant changes 

 

Microarray data may require further processing aimed at 

reducing the dimensionality of the data to aid comprehension 

and more focused analysis. Other methods permit analysis of 

data consisting of a low number of biological or technical 

replicates. In such cases error models are implemented to 

introduce artificial errors in the data depending upon the 

overall distribution of data. For example, the local pooled 

error test pools standard deviations of genes with similar 

expression levels in an effort to compensate for insufficient 

replication. 

Relation between probe and gene: 

A probe is a representative of a gene/mRNA. It is a subset 

of the gene sequence and selected in such a way that it is 

unique across all the sequences in question while performing 

the experiment. Hence the relation between a probe and the 

mRNA is problematic. Because of non-specific 

hybridization, some mRNAs may cross-hybridize probes in 

the array that are supposed to detect another mRNA. In 

addition, mRNAs may experience amplification bias that is 

sequence or molecule-specific. Alternately probes that are 

designed to detect the mRNA of a particular gene may be 

relying on genomic information incorrectly associated with 

gene. 

F. Data Warehousing 

Microarray data was found to be more useful when 

compared to other similar datasets. The sheer volume, 

specialized formats and curation efforts associated with the 

datasets require specialized databases to store the data. 

 

Average cost of microarray experiment 

List of requirements: 

1) Arrays/Slides  ~$500/slide – typical experiment 

requires 10 slides = $5000 

2) Robotic hybridization station  ~$30,000 

3) Specialized Array Scanner  above $50,000 

4) Image analysis system  shipped with scanner 

5) Reagents  $500/slide = $5000 

6) Material control and Quality control apparatus  

~$20,000 

7) Biological samples repository  cannot be estimated 

8) DNA/RNA isolation kits  $2000 

9) Lab technicians/experts  cannot be estimated 

10) Specialized lab(s) for housing above items  

cannot be estimated 

 (Tentative figures in $) 

A typical microarray experiment would cost in the range of 

$100,000 with additional expenditure which cannot be 

estimated.  

Typically a microarray experiment involves several days 

to months of work before the actual process of hybridization 

starts. After hybridization the raw data could be generally 

obtained in the range of hours, depending upon the number of 

arrays involved in the experiment.  

 

V.    FINDINGS 

A. Benefits: Saving in Cost and Time: 

Ability to accomplish a time and space compression 

between the inter relationships within a system. This brings 

into view the results of interactions that would normally 

escape us because they are not closely related in time and 

space. Modeling and simulation can provide a way of 

understanding dynamic complexity. Stress testing or efficacy 

of any algorithm requires it to be tested on data in all possible 

types of permutations and combinations. 

Stress testing or efficacy of any algorithm requires it to be 

tested on data in all possible types of permutations and 

combinations. Availability of real life data in all permutations 

and combinations is not practically possible. In such cases 

simulated data would cover all possibilities. Relatively, 

simulation than generation and collection of biological data 

would be easy. Biological data being mostly in the form of 

numbers and characters or sequence of characters, it could be 

generated in-silico, harnessing the possibilities of simulation.  

Also, substantial knowledge related to form, flow, trend 

and characteristics of biological data is already known. 

Substantial number of existing simulation methods 

applicable to fields other than biology could be implemented 

or modified as per requirements. Prediction of results of 

algorithms applied on enormous size of data which is 

currently not possible to be obtained through practical mean 
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VI. CONCLUSION 

This paper proposes use of Simulation in the field of 

bioinformatics for substantially saving in cost and time. The 

use of simulation in microarray is found to increase 

efficiency on both these parameters. 
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